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Part 1. Basic Complex Geometry
In this part, we mainly follows [Huy05] and [Dem12].

0. REVIEW OF COMPLEX ANALYSIS

0.1. One variable case. We first give a quick review about basic results
in holomorphic functions of one variable. Fix an open subset U C C. There
are too many ways to define a holomorphic function, and all of them are
equivalent.

Definition 0.1.1 (holomorphic). A function f: U — C is called holomor-
phic at zg € U, if there exists an open ball B.(zy) C U with € > 0 such that
fl Be(z) Can be written as convergent power series, that is

f(z) =) an(z—20)", 2z € Be(2)
n=0

f is holomorphic om U, if f is holomorphic at any point of U.

Remark 0.1.1 (Cauchy-Riemann equation). The second definition is given
by Cauchy-Riemann equation. To be explicit, for a function f: U — C,
we can regard it as a function defined on R?  and write it as f(z,y) =
u(x,y) + v/—1v(x,y), where u,v are real-valued functions, then f is holo-
morphic if and only if w,v are continuously differentiable and satisfy the
following Cauchy-Riemann equations:

ou_ov
oxr Oy
ou_ 0w
oy Oz
If we introduce the following two operators
0 1,0 0
I G A
0z 2(333 8y>
0 1,0 0
I R
oz 2lar TV 1)

Then Cauchy-Riemann equation is equivalent to % = 0. Indeed,

of _t.of  ,—9f
0z 2(8:c+ 18y)
1, 0u ov ou Ov
= (VI /1 -
2(8x+ 8x+ oy 8y)
=0

Remark 0.1.2 (Cauchy integral formula). The third definition is given by
Cauchy integral formula. To be explicit, a function f: U — C is holomorphic
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if and only if f is continuously differentiable and for any B.(zg) C U, the
following formula holds
1
1
2my/—1 dB:(z0) Z— 20

Here are some standard facts in complex analysis, which can be found in
any textbook.

f(20) =

Theorem 0.1.1 (maximum principle). Let U C C be open and connected.
If f: U — C is holomorphic and non-constant, then |f| has no local maxi-
mum in U.

Theorem 0.1.2 (identity theorem). If f,g: U — C are two holomorphic
functions a connected open subset U C C such that f(z) = g(z) for all z in
a non-empty subset V of U, then f = g.

Theorem 0.1.3 (Riemann extension theorem). Let f: B:(z0)—{z0} — C be
a bounded holomorphic function, then f can be extended to a holomorphic
function f: B:(z9) — C.

Theorem 0.1.4 (Riemann mapping theorem). Let U C C be a simply-
connected proper open subset. Then U is biholomorphic to the unit ball.

Theorem 0.1.5 (Liouville). Every bounded holomorphic function f: C —
C is constant.

Remark 0.1.3. Liouville theorem implies that C is not biholomorphic to the
unit ball. It’s a striking difference to the real case since we know unit ball
is homeomorphic to R.

0.2. Several variables case. Now let U be an open subset of C". For any
w € U, a polydisc Bs(w) = {z: |2" — w;| < &;}, where ¢ = (e1,...,&5).

Definition 0.2.1 (holomorphic). A function f: U — C is called holomor-
phic at point w € U, if there exists a polydisc B.(w) C U such that the
restriction of f|p_ (. is given by power series

[e.9]

Z iy in (21— w1) L (2 — wp)™

i1 5eyin=0

Remark 0.2.1 (equivalent definitions of holomorphic function).

(1) A function f: U — C is holomorphic, if it satisfies Cauchy-Riemann
equations for all coordinates z* = x* + /—1y*, that is

of
07; -

0 0 o)
where % := %(axi + ‘/_1ayi)

0, :=1,2,...,n
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(2) A function f: U — C is holomorphic if and only if f is continuously
differentiable and for any zg € U, the following formula holds

I f(w)
f(z) = / e duw ... dw,

(2m/—1)" ) (20— wp)
Remark 0.2.2. Other results such as maximum theorem, identity theorem
and Liouville theorem generalize easily to the higher dimension. A version
of Riemann extension still holds true. However, Riemann mapping theorem
fails.

Ezercise 0.2.1. Show that polydisc B 1)(0) C C? is not biholomorphic to
the unit disk D = {z € C?: ||z|| < 1}.
Lemma 0.2.1 (local dd-lemma). Let w be a real (1,1)-form defined on C™.

Then w is d-closed if and only if for any point z € C", there exists an open
neighborhood U of z and a smooth function ¢: U — R such that

w = +/—100¢.
Lemma 0.2.2. Let ¢: C" — R be a smooth function such that 99f = 0.

Then for any point z € C", there exists an open neighborhood U of z and a
holomorphic functions f: U — C such that ¢ = Re(f) over U.

Theorem 0.2.1 (Hartogs’ theorem). Suppose ¢ = (e1,...,&,) and & =

(¢),...,e},) are given such that for all i one has &, < ¢;. If n > 1, then

any holomorphic map f: B:(0)\B(0) — C can be uniquely extended to a
holomorphic map f: B.(0) — C.

Remark 0.2.3. This is only valid in dimension at least two.

Definition 0.2.2 (holomorphic). A function f: U — C" is called holomor-
phic if all coordinate functions fi,..., f, are holomorphic functions U — C.

Definition 0.2.3 (biholomorphic). A holomorphic map f: U — V between
two open subsets U,V C C" is biholomorphic if f is bijective and its inverse
f~!is also holomorphic.

Definition 0.2.4 (complex Jacobian). Let f: U — C™ be a holomorphic
map, the complex Jacobian of f at point z € U is the matrix

Je(f)z) = (Sf <Z>) s

1<5<m

where f; = z' o f.
Remark 0.2.4. For each z € U, the smooth map f: U C C™ = R?>™ —
C" = R?" induces a R-linear map, which is denoted by Jg(f)(2): T, R*™ —
Tz R?". Suppose {%, a%i}lgigm and {%, %}Kjgn are local frames of
T, R?™ and Ty R?" respectively, then with respect to these basis one has
(1) (24)
Jr(f)(z) = <(%ﬁi) (?)%Z

Oz ayi )
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where u; = o f and v; = s’ o f. If we consider its C-linear extension, with
respect to basis {%, %héiém and {%, %}195", it can be written as

(55) (55
) = (<§£;> (&)
In particular, if f is holomorphic, then det Jr(f) = det Jo(f) det Je(f) =
| det Jc(f)|? > 0.

Definition 0.2.5 (regular value). Let U C C™ be an open subset and let
f: U — C" be a holomorphic map, z € U is called regular point, if Jc(f)(2)
is surjective. If every point z € f~!(w) is regular point, then w is called a
regular value.

Remark 0.2.5. In particular, if f~!(w) = @, then w is also called a regular
value.

Theorem 0.2.2 (inverse function theorem). Let f: U — V be a holomor-
phic map between two open subsets U,V C C". If z € U is a regular point,
then there exist open subsets z € U’ C U and f(z) € V' C V such that f
induces a biholomorphic map f: U — V.

Theorem 0.2.3 (implicit function theorem). Let U C C™ be an open subset
and let f: U — C" be a holomorphic map, where m > n. Suppose zg € U
is a point such that

det (Je(f)(20)) # 0
Then there exist open subsets Uy C C™ " U; C C" and a holomorphic
map g: Uy — Uy such that Uy x Uy — U and f(z) = f(z0) if and only if
9(Znt1y -5 2m) = (21, -y 2n).

Corollary 0.2.1. Let U C C™ be an open subset and f: U — C" be a

holomorphic map. Suppose that zp € U such that Jc(f)(20) has maximal

rank. Then

(1) If m > n, then there exists a biholomorphic map h: V — U’, where U’
is an open subset of U containing zg, and V is an open subset of C"
containing f(zp), such that f(h(z1,...,2n)) = (21,...,2n).

(2) If m < n, then there exists a biholomorphic map g: V' — V', where
V,V’ are open subsets of C" containing f(zp), such that g(f(z)) =
(z1,+ -+ 2m,0,...,0).



1. LOCAL THEORY
1.1. Algebraic germ.

1.1.1. Weierstrass’ theorems. Let f: B:(0) — C be a holomorphic function
defined on polydisc B;(0). For any w = (29,...,2,) we denote f,(z1) the
function f(z1,..., 2,). Now we’re going to show that all zeros of f are caused
by a factor of f which has the form of a Weierstrass polynomial.

Definition 1.1.1 (Weierstrass polynomial). A Weierstrass polynomial is a
polynomial in z; of the form

24y ()2 4 ag(w)

where coefficients «;(w) are holomorphic functions on some small disc in
C"~! vanishing at the origin.

Remark 1.1.1. Recall the one variable case, any holomorphic function f(z)
with a zero of order d at the origin can be written as 2%h(z), where h(0) # 0.
In fact, 2% is a Weierstrass polynomial since in this case, o; are constants
which vanish at origin, that’s exactly zero.

Theorem 1.1.1 (Weierstrass preparation theorem). Let f: B.(0) — C
be a holomorphic function on the polydisc B:(0). Assume f(0) = 0 and
fo(z1) # 0. Then there exists a unique Weierstrass polynomial g,,(z1) and a
holomorphic function h on some smaller polydisc B./(0) C B.(0) such that
f = gh and h(0) # 0.

Proof. See Proposition 1.1.6 in Page8 of [Huy05]. O

Theorem 1.1.2 (Weierstrass division theorem). Let f € Ocn g and let
g € (’)qup[zl] be a Weierstrass polynomial of degree d. Then there exist
7 € Ogn-1 g[21] of degree < d and h € Ocn g such that f = gh +r. The
functions h and r are uniquely determined.

Proof. See Proposition 1.1.17 in Pagel5 of [Huy05]. O

1.1.2. Stalk of sheaf of holomorphic functions. Let’s use O¢r to denote the
sheaf? of holomorphic functions on C", and use Ocn o to denote its stalk at
origin. The elements in Ocn o are called germs. It’s clear Ocn  is a local
ring with maximal ideal m consisting of all functions that vanish at origin,
which implies units in O¢n ¢ are functions that don’t vanish at origin.

By using Weierstrass preparation theorem, one can derive more about
algebraic properties of Ocn . For example, Weierstrass preparation theorem
can be rephrased by saying that after an appropriate coordinate choice any
function f € O¢n g can be uniquely written as f = gh, where h € Ocn g is a
unit and g € O(qu’o[zl] is a Weierstrass polynomial. Furthermore, it also
shows the following important property.

2Sheaf and its cohomology are important tools we will use once and again, if you're
not familiar with it, see Appendix 20.



Theorem 1.1.3. The local ring O¢n  is a UFD.

Proof. We prove the assumption by induction on n. For n = 0, the ring
Ocnp = C is a field, and thus a UFD. Suppose that Ogn-1 is a UFD, for
f € Ocn ¢ we choose coordinates such that Weierstrass preparation theorem
is applied, that is f = gh, where g € O(Cn_170[z1] is a Weierstrass polynomial
and h is a unit in Ocn . By induction we have Ocn—l’o[Z]_] is UFD, then g¢
can be written as a product of irreducible elements of Ogn-1 g[21]. All that is
left to show is that any irreducible element in Ogn-1 g[21] is also irreducible
as an element in Ocn .

Assume g € Ogn-1 [21] is a Weierstrass polynomial which is written as
the product of non-units g; € Ocn—1’0[21]. There are two cases:

(1) gi € Ocn7170. By induction hypothesis, g; can be written as the product
of irreducible elements of Ogn-1 o, which are also irreducible in Ocn p.

(2) 9i ¢ Ocn-15. In this case, g; satisfies the hypothesis of Weierstrass
preparation theorem since g is a Weierstrass polynomial, then g; is non-
trivial on the z;-line. So we can write ¢g; = g;h;, where g; is also Weier-
strass polynomial.

Note that degree of g as a polynomial in z; is finite, then repeating above
process leads to a decomposition, with factors are either irreducible Weier-
strass polynomials or elements in Ocn7170.

Now it suffices to show any irreducible Weierstrass polynomial g is actu-
ally irreducible as an element of Ocn o. Suppose g = fi1f2, where f1, fo €
Ocn o are non-units. We apply Weierstrass preparation theorem to ob-
tain f; = g;hi,i = 1,2, and thus ¢ = (g192)(f1f2). By uniqueness one
has g = g192, which contradicts to the irreducibility of g as an element of
Ocn—1’0[21]. O

Another important fact is that Ocn ¢ is noetherian, which follows from
Weierstrass division theorem.

Theorem 1.1.4. The local UFD O¢» ( is noetherian.

Proof. We prove the assumption by induction on n. For n = 0, it’s clear since
any field is noetherian. Suppose that Oga-1 ) is noetherian, then Hilbert’s
basis theorem implies Ogn-1 g[21] is also noetherian. Let I C Ocr o be a
non-trivial idea and choose 0 # f € I. Changing coordinates if neccessary,
we may assume Weierstrass preparation theorem is applied, that is f =
gh, where g € Ogn-1[21] is a Weierstrass polynomial and h is a unit in
Ocr 0, hence g € I. Furthermore, we assume I N Ogn-1 o[21] is generated by
9155 9k- _ " _
For any other f € I, the Weierstrass division theorem implies f = gh +r
for some r € Ogn-1[21]. Since f.gh € I, we have r € I and therefore
r € I N Ocn-1,[z1]. Thus f=gh+ Zle a;g;. This shows I is finitely
generated by elements Gy 91,- - Gk- O
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Corollary 1.1.1. Let g € Ocn o be an irreducible element. If f € Ocn
vanishes on Z(g) = {z | g(2) = 0}, then g divides f.

Proof. By Weierstrass preparation theorem we may assume g € (’)qu’()[zl]
is a Weierstrass polynomial with degree d. By the Weierstrass division
theorem one finds h € Ocn g and 7 € Ogn-1 g[21] of degree < d such that
f =gh+r. For we C" !, by assumption r,, vanishes on the zero set g,.
If all of zeros of g, have multiplicity one, then r,, = 0 since r,, is of degree
< d. Now it suffices to show the set w € C"! such that g,, has zeros with
multiplicity > 1 is quite “small”.

Since g is irreducible and 88791 is of degree d—1, there exist elements h1, hy €
Ocn—1’0[21] and 0 # v € Ogcn-1 such that hig + hg% =~. So if g, has a
zero & of multiplicity > 1, then v(w) = h1 (&, w)gw(§) + hg({,w)%%(ﬁ) =0.
This shows such w is contained in the zero set of a non-trivial holomorphic
function v € Ocn7170. Then the following exercise completes the proof. [

Exercise 1.1.1. Let U C C" be open and connected. Show that for any
non-trivial holomorphic function f: U — C the complement U\ Z(f) of the
zero set of f is connected and dense in U.

1.2. Analytic germ. For any f € Ocn o, Z(f) is not well-defined in fact
since for another g € Ocn o, which represents the same element with f, Z( f)

may not equal to Z(g). However, there always exists an open neighborhood
0€ U CC"such that Z(f)NU = Z(g)NU.

Definition 1.2.1 (germ of a set). The germ of a set in the origin 0 € C" is
given by a subset X C C". Two germs of a set in the origin X,Y C C" are
same if there exists an open neighborhood 0 € U C C™ such that X NU =
YnU.

Unless otherwise specified, in this section we only consider germ of a set
in the origin, and for convenience we just call it a germ.

Example 1.2.1. For f € Ocn o, Z(f) is a germ.
Definition 1.2.2 (analytic germ). A germ X C C" is called analytic if there
exist elements f1,..., f, € Ocn g such that X = Z(f1,..., fi) := ﬂle Z(f:)-

Example 1.2.2. Let A be a subset of Ocn . If we use (A) to denote the
idea generated by A, then (A) is finitely generated since O¢n g is noetherian.
Thus Z((A)) is an analytic germ.

Definition 1.2.3. Let X C C" be a germ. Then I(X) denotes the set of
all elements f € Ocn o with X C Z(f).

Remark 1.2.1. It’s clear I(X) is an idea of O¢n .

Lemma 1.2.1.
(1) If X; C X9 are germs, then I(X2) C I(X7).
(2) If a; C ap are two ideas of Ocn o, then Z(az) C Z(ay).
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(3) For any analytic germ one has Z(I(X)) = X.
(4) For any idea a of Ocn o one has a C I(Z(a))

Proof. (1), (2) and (4) are clear. For (3). It’s clear X C Z(I(X)). On the
other hand since X is analytic germ there exist elements f1,..., fr € Ocn
such that X = Z(f1,..., fx) as germs, thus fi,..., fr € I(X), so by (2) we
have Z(I(X)) C X = Z(f1,..., fx). This completes the proof of (3). O

Definition 1.2.4 (irreducible germ). An analytic germ is irreducible if the
following condition is satisfied: If X = X; U Xy, where X1, X5 are analytic
germs, then X = X; or X = Xo.

Lemma 1.2.2. An analytic germ X is irreducible if and only if I(X) C
Ocn o is a prime ideal.

Proof. If X is irreducible and fif2 € I(X), then X C Z(f1f2) = Z(f1) U
Z(f2), so we have X = (X N Z(f1)) U (X N Z(f2)) is a union of analytic
germs. Then by irreducibility one has X = X N Z(f;) for some i = 1 or
1 = 2, and thus at least one of functions f; or fo vanishes on X. This shows
I(X) is prime.

Conversely, if I(X) is a prime ideal and let X = X; U Xo with X; and
Xo are analytic. If f; € I(X;),i = 1,2, then f1fs € I(X) since

X=X1UXo CZ(f1)UZ(f2) = Z(f1f2)

Hence f1 € I(X) or fo € I(X). Thus it suffices to shows that if X # X,
and X # Xo, there exist elements f1 € I(X1)\I(X) and fa € I(X2)\I(X).
This follows immediately from (1) of Lemma 1.2.1. O

Corollary 1.2.1. For f € Oc¢n g, Z(f) is irreducible if and only if there
exists an irreducible g € Oc¢n o such that f = g* for some k € Z~q.

Proof. If f = g* with g irreducible, then Z(f) = Z(g) and if h € I(Z(g)),
then g divides h by Corollary 1.1.1, this shows I(Z(g)) = (g) and thus Z(f)
is irreducible since I(Z(f)) also equals to (g), which is prime. Conversely,
if f=T1[g;", then Z(f) = Z(g;), which cannot be irreducible except for
the case f = ¢g* for some irreducible g. O

Lemma 1.2.3. Every decresing sequences of germs {X;} is stationary.

Proof. Consider its corresponding sequence {I(X;)}, it’s an increasing se-
quence, thus it’s stationary since Oc¢n  is noetherian, this completes the
proof since for each i, Z(I(X;)) = X;. O

Theorem 1.2.1. Every germ X admits a finite decomposition X = Ui\il X,
where X is irreducible for each 7 and X; C X for ¢ # j. The decomposition
is unique apart from the ordering.

Proof. 1t suffices to show uniqueness since existence follows from above
lemma. Assume X = Ufil X] is another decomposition, note that X; =
UlN:/ 1 XiN X/, we must have X; = X; N X l’(i) since X; is irreducible. Likewise
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one has Xl’(i) N X;, so we i = j since X; C X, for i # j, and this shows
Xi = X =

1.3. Hilbert’s Nullstellensatz.

Theorem 1.3.1. Let X C C™ be an irreducible analytic germ defined by a
prime ideal p € Ocn ¢. Then one can find a coordinate system

(zla <oy Rn—d Zn—d+17 . 7Zn)
such that the projection (z1,...,2n) = (Zn—d+1, - - - » 2n) induces a surjective

map of germs X — C? and such that the induced ring homomorphism
Opa g — Ocno/p is a finite integral ring extension.

Proof. See (4.19) of [Dem12]. O
Theorem 1.3.2 (Hilbert’s Nullstellensatz). If I C O¢n o is any ideal, then

VI =I(Z(I)).

Proof. Tt easy to see /I C I(Z(I)). Conversely, it suffices to show I(Z(I)) C
p for all prime ideals containing I since v/T is the intersection of all prime
ideals p containing I. If one has

p=vr=1(Zp)

then the results follows from Z(p) C Z(I). Thus we reduce the problem to
the case to I = p is a prime ideal. For f € I(Z(p)), by Theorem 1.3.1 there
exists an appropriate coordinate system (z1,...,z,) such that the induced

element f € Ocn o/p satisfies an irreducible algebraic equation ?k+a1?k_l +
-+ ++a =0 with a; € Oga . Since f vanishes along Z(p), the 0-th coefficient

ay, does as well. As Z(p) — C? is surjective, this shows ay = 0. Hence above
algebraic equation cannot be irreducible unless k = 1. Therefore f = 0 and
thus f € p. O

Corollary 1.3.1. There is a one to one correspondence between prime ideals
of Ocn o and irreducible analytic germ given by X — I(X) and p — Z(p).

1.4. Dimension.

Definition 1.4.1 (dimension). Let X be an irreducible analytic germ de-
fined by a prime ideal p € Ocn . Then the dimension of X is defined by
n — htp, where htp is the height of p.

Remark 1.4.1. For arbitrary analytic germ is of dimension d if all its irre-
ducible components are of the same dimension d.

Remark 1.4.2. If X C C™ is an irreducible analytic germ of codimensional
1, then the prime ideal p defining X is of height 1. A basic result in com-
mutative algebra says any prime ideal of height 1 in a UFD is principle.
Therefore, p = (f) for some irreducible f € Ocn .
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1.5. Meromorphic functions and relatively prime.

Definition 1.5.1. Let U C C" be an open subset. A meromorphic function
f on U is a function on the complement of a nowhere dense subset S C U
with the following property: There exist an open covering {U;} of U and
holomorphic functions g;, h;: U — C with hi[y\s - flu\s = gilv\s-

Remark 1.5.1. For any z € U, the meromorphic function f in a neighborhood
of z is given by g/h, where g, h € Ocn .. If we assume g, h are chosen to be
relatively prime, then they’re unique up to units.

Proposition 1.5.1. Let f € Ocn g be irreducible, then for sufficiently small
e and z € B.(0) the induced element f € Ocr , is irreducible.

Proof. Suppose f € Ocn , is reducible, that is f = fifo where f; € Ocn .
non-units, i.e. fi(z) = fa(z) = 0. Thus %(’2) = g%(z)fg(z)-kfl(Z)g—g(z) =
0.

Thus the set of points z € B.(0) where f as an element of Ocn , is
reducible is contained in the analytic set Z(f, ngl)- Now it suffices to show
it’s a proper subset of Z(f) since f is irreducible, so is Z(f). If not, then

8%1 would vanish on Z(f). Since f is irreducible, we can apply Corollary

1.1.1 to obtain g—zfl divides f, a contradiction. ([

Proposition 1.5.2. If f,g € Ocn  are relatively prime, then they're rela-
tively prime in Ocn ., for z in a sufficiently small neighborhood of 0.

Proof. Without lose of generality, we may assume f,g € Ogn-1,[21] are
Weierstrass polynomials, then f and g are relatively prime if and only if
their resultant R € Ogn—1 has non-zero germ at 0, therefore the germ of R
is also non-zero in a sufficiently small neighborhood of 0. (]



14

2. COMPLEX MANIFOLD
2.1. Basic definitions and properties.

Definition 2.1.1 (holomorphic atlas). A holomorphic atlas on a smooth
manifold is an atlas {(Uy, ¢ )} of the form ¢4 : Uy = ¢4 (Uy) € C™ such that
transition functions pag 1= @ 0 @Bl 1 03(Uag) = @a(Uqap) are holomorphic
functions. Furthermore,

(1) the pair (Uy, ¢q) is called a holomorphic chart.
(2) two holomorphic atlases are called equivalent, if the union of them is
still a holomorphic atlas.

Definition 2.1.2 (complex manifold). A complex n-manifold X is a smooth
2n-manifold admitting an equivalence class of holomorphic atlases.

Remark 2.1.1. A complex manifold is called connected, compact, simply-
connected and so on, if its underlying real manifold has this property.

Definition 2.1.3 (submanifold). Let X be a complex n-manifold and ¥ C
Y be a smooth manifold of (real) dimension 2k. Then Y is a complex
submanifold if there exists a holomorphic atlas {(U;, ¢;)} of X such that
pi:U;NY = (,OZ(UZ) N Ck.

Definition 2.1.4 (holomorphic map). Let X,Y be complex manifolds. A
continuous map f: X — Y is a holomorphic map if for any holomorphic
charts (U, ) and (U’,¢') of X and Y respectively, the map ¢’ o f oo~ :
o(f~HU"YNU) — ¢'(U") is holomorphic.

Definition 2.1.5 (biholomorphic). Let X,Y be two complex manifolds.
X, Y are called biholomorphic, if there exists a holomorphic homeomorphism
X =Y.

Definition 2.1.6 (holomorphic function). A holomorphic function on com-
plex manifold X is a holomorphic map f: X — C.

Notation 2.1.1. We always use Ox to denote the sheaf of holomorphic
functions on complex manifold X, and use I'(U, Ox ) to denote sections over
open subset U C X.

Proposition 2.1.1. Let X be a compact connected complex manifold.
Then I'( X, Ox) = C.

Proof. 1t’s clear from maximum principle. O

Definition 2.1.7 (meromorphic function). A meromorphic function on a
complex manifold X is a map f: X — [[,cx Q@(Ox,) which associates to
any x € X an element f, € Q(Ox ) such that for any zp € X there exists
a neighborhood zg € U C X and two holomorphic functions g,h: U — C
with f, = g/h for all x € U.

Notation 2.1.2. We always use Kx to denote the sheaf of meromorphic
functions on complex manifold X, and use K(X) to denote I'(X, Kx).
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Definition 2.1.8 (algebraic dimension). The algebraic dimension of a com-
pact connected complex manifold X is a(X) := trdegc K (X).

Proposition 2.1.2 (Siegel). Let X be a compact connected complex n-
manifold. Then

trdege K(X) <n
Proof. See Proposition 2.1.9 in Page54 of [Huy05]. O

2.2. Analytic subvariety.

Definition 2.2.1 (analytic subvariety). Let X be a complex manifold. An
analytic subvariety of X is a closed subset Y C X such that for any x € Y
there exists an open neighborhood x € U C X such that Y NU is a zero set
of finitely many holomorphic functions fi,..., fx € O(U).

Remark 2.2.1. Obviously, any analytic subvariety X defines an analytic germ
in any point z € X.

Definition 2.2.2 (irreducible analytic subvariety). An analytic subvariety
Y is called irreducible, if it cannot be written as the union Y = Y; U Y5 of
two proper analytic subvarieties Y; CY,7 =1, 2.

Given an analytic subvariety Y of a complex manifold X.

Definition 2.2.3 (regular). A point x € Y is called regular point, if the
functions f1,..., fr can be chosen such that ¢(x) € ¢(U) is a regular point
of holomorphic map f: = (fiop™', ..., frop™ ') : @(U) — CF, where (U, p)
is a local chart of z.

Definition 2.2.4 (singular). A point z € Y is singular, if it’s not regular.

Proposition 2.2.1. The set of regular points Yieg = Y\ Yiing is a non-empty
submanifold of X. Furthermore, if Y is irreducible, then Y;¢s is connected.

Definition 2.2.5 (dimension). The dimension of an irreducible analytic
subvariety Y is defined by dimY = dim Y.

2.3. Examples.

Example 2.3.1 (affine space). The n-dimensional complex plane C" is a
complex manifold.

Example 2.3.2 (complex tori). If V' is a complex vector space of dimension
nand I' C V is a free abelian, discrete subgroup of order 2n, then X = V/T'
is a complex manifold, which is called complex tori.

Remark 2.3.1. The underlying manifolds of complex tori with different I" are
not very interesting since they are all diffeomorphic to (S1)%". However, if
you pick two lattices I'1, 'y randomly, then C" /T'; and C" /Ty will not be
biholomorphic to each other.
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Example 2.3.3 (projective space). The projective space CP" is a complex
manifold. Indeed, atlas are given by U; = {[z] € CP" | 27 #£ 0},0 < i < n,
and ¢; is defined as

gOZ':UZ'—>(Cn
20 2zt Zn
[Z]H(;,,;,,;)

The transition functions are calculated as follows: For ¢ < j

-1, (75} Ug u]'_l 1 Uj+1 Unp,
(pz‘O(pj . (ul,...,un)|—>(—,...,—,...,—,—,—,...,—)

It’s holomorphic on U; N U;.

Remark 2.3.2. CP" is compact since CP" is diffeomorphic to S?"*+1/S1,
which is called Hopf fiberation.

Definition 2.3.1 (projective manifold). A complex manifold X is called
projective if X is biholomorphic to a closed complex submanifold of some
projective space CPY.

Example 2.3.4 (Grassmannian manifold). The Grassmannian manifold
Gr(k,n 4 1) = {k-dimensional subspace of C" !}

Now we’re going to show Gr(k,n+1) is a manifold of dimension k(n+1—k).
Any W € Gr(k,n + 1) is generated by the rows of a k x (n + 1) matrix A
of rank k. Let us denote the set of these matrices by My 1, which is
an open subset of the set of all £ x (n + 1) matrices. The latter space is
a complex manifold which is canonically isomorphic to CE ) Thus we
obtain a natural surjection m: My 1 — Gr(k,n+ 1), which is the quotient
by the natural action of GL(k,C) on Mj, 1.

Let’s fix an ordering {Bj,..., By} of all k X k-minors of matrices A €
My nt1. Define an open covering Gr(k,n + 1) = |~ U;, where U; is the
open subset {m(A4) | det(B;) # 0}. Note that U; is well-defined since if
7(A) = w(A’), then A and A’ differs an action of GL(k,C), so det(B;) # 0
if and only if det(Bj) # 0. So without lose of generality, we may assume
A is of form (B;, C;), where C; is a k x (n 4+ 1 — k) matrix. Then the map
@i : Uy — CEOH1I=R) given by 7(A) — B; 1C; is well-defined, and {(U;, ¢;)}
will give atlas of Gr(k,n+1), sicne all operations are matrix operation, thus
they’re holomorphic. This shows Gr(k,n + 1) is a complex manifold with
dimension k(n + 1 — k).

Remark 2.3.3. If V' is a complex vector space of dimension n + 1, then
Gr(k,V) is defined as the set consisting of all k-dimensional subspaces of V/,
which is biholomorphic to Gr(k,n + 1).



17

Example 2.3.5 (Pliicker embedding). Let V' be a complex vector space of
dimension n + 1, then

k
o: Gr(k,V) = CP(\V)

defined by W C V with basis wy,...,wy is mapped to [wy A -+ A wy], is
called Pliicker embedding. It’s well-defined, thanks to the following lemma.

Lemma 2.3.1. Let W be a complex vector space of dimension k, and B =
{wi,...,wi} and By = {v1,..., v} are two basis for W. Then vy A---Avy, =
Awi A - -+ Awy, for some A € C*.

Proof. If we express w; = a1;v1+- - -+ ay; vk, then direct computation shows
that
wy A Awg = (a11vr + o0+ aprvp) Ao A (a1gvn + 0+ agrvg)
= ) sign(0)aio() - Gro(ryv1 A AUk
€Sk

=Av1 A Ay
Note that A is exactly the determinant of the change of basis matrix from
By to Bs. O

Remark 2.3.4. Tt’s a little bit complicated to check it’s injective.
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2.4. Vector bundle.

2.4.1. In viewpoint of transition functions.

Definition 2.4.1 (complex vector bundle). Let X be a smooth manifold.
A complex vector bundle E of rank 7 on X consists of the following data:

(1) E is a smooth manifold with surjective map m: E — X, such that
(1) For all x € X, fibre E, is a C-vector space of dimension 7.
(2) Forall z € X, there exists z € U C X and there is a homeomorphism
@: 71 (U) — U x C" such that

7 Y(U) B y U
UxCr 25 ¢Cr

and for all y € U, E, 2% ¢ is a C-vector space isomorphism.
(U, p) is called a trivialization of E over U.

Remark 2.4.1 (transition functions). Consider two local trivialization (Uy, ¢a), (U, ©3)-
Then ¢, 0 goglz (UaNUg) x C" = (Uy N Ug) x C" induces

gap: UaNUz — GL(r,C)
where g, is called transition function. Furthermore, it satisfies

9apBYpyGya = id onU,N Ulg M U’y
Jaa = id on Ua

In fact, transition functions contain all information about this vector bundle
since a vector bundle is locally trivial, so how are these trivial pieces glued
together really matters.

Definition 2.4.2 (complex vector bundle). Let X be a smooth manifold.
A complex vector bundle F of rank r on X consists of the following data:

(1) open covering {U,} of X.
(2) smooth functions {gas: Uy N Ug — GL(r,C)} satisfies

9ap9ByGya = id onU,N Ug N U’y
Jaa =1id  on U,

Remark 2.4.2. The two definitions above are equivalent. The first definition
implies the second clearly. The converse is a standard constructive method:
If we already have an open covering and a set of transition functions, the
vector bundle E is defined to be the quotient of the disjoint union []; (U x
C") by the equivalence relation that puts (p/,v") € Ug x C" equivalent to
(p,v) € Uy x C" if and only if p = p/ and v" = gap(p)v. To connect this
definition with the previous one, define the map 7« to send the equivalence
class of any given (p,v) to p.
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Definition 2.4.3 (holomorphic vector bundle). A holomorphic vector bun-
dle 7: E — X over a complex manifold X is a complex vector bundle with
holomorphic transition functions.

Exercise 2.4.1. Show that the total space of a holomorphic vector bundle
E is a complex manifold.

Proof. Since we already have a complex structure on X, we need to pull it
back to F using 7 and use the holomorphic transition functions to show it
do gives a complex structure on F. O

Example 2.4.1 (trivial bundle). Let X be a smooth/complex manifold.
Then X x C" is called trivial complex (holomorphic) vector bundle of rank
ron X.

Definition 2.4.4 (subbundle). Let 7: E — X be a complex (holomorphic)
vector bundle. F' C F is called a subbundle of rank s, if

(1) For all x € X, F'N E, is a subspace of E, with dimension s.
(2) 7|p: F — X induces a complex (holomorphic) vector bundle.

2.4.2. In viewpoint of sheaf. One may refer to Appendix 20 for more details
about sheaf.

Definition 2.4.5 (section). Let X be a complex manifold and 7: £ — X
be a complex (holomorphic) vector bundle. For any open subset U C X,
a section of E over U is a smooth/holomorphic map s: U — E such that
mos=idy.

Notation 2.4.1. The set of all smooth (or holomorphic) sections over open
subset U is denoted by C*°(U, E) (or I'(U, E)).

One reason why sheaf plays an important role of study of complex geom-
etry is that you can regard a vector bundle as a special sheaf.

Definition 2.4.6 (sheaf of sections). Let X be a complex manifold and
m: E — X a holomorphic vector bundle. Then its sheaf of sections is defined
as

Ox(E)(U) =T(U,E)

Example 2.4.2. Let £ — X be trivial holomorphic vector bundle. Then
Ox (F) is exactly sheaf of holomorphic functions.

Example 2.4.3 (locally free sheaf). A sheaf . over a topological space X
is called locally free, if there exists an open covering {U,} of X such that
Flu, = (9%‘: of rank r.

Exercise 2.4.2. Let X be a complex manifold. There is one to one corre-
spondence over X:

{holomorphic vector bundles} & {locally free sheaves}
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Proof. If m: E — X is a holomorphic vector bundle, then Ox(FE) is a lo-
cally free sheaf. Indeed since we have local trivialization of holomorphic
vector bundle {U,}, that is E|y, = U, x C", and it’s known to all that
sections of a trivial holomorphic function is exactly holomorphic functions,
thus O(E)|y, = Og:, that is Ox(F) is a locally free sheaf.

Conversely, if £ is locally free over an open covering {U,} of X, then we
just need to glue U, x C" — U, together to get a vector bundle. Therefore
we need a family of gluing data gog: (UaNUg) x C" — (U,NUg) x C". Since
€ is locally free, we have local isomorphism f,: E|y, — Oﬁz. Restricting to
intersection U, N Ug, we get

fop = falvanus © f3  vanus - Of |vars = Op.vanus
Every such map is induced by a map
gag: (UaNUg) x C" = (UyNUg) x C"
that’s gluing data we desire. O

Definition 2.4.7 (cohomology of vector bundle). Let E be a holomorphic
vector bundle on a complex manifold X. Then its ¢g-th cohomology H4(X, E)
is defined to be g-th sheaf cohomology of Ox(E)

2.4.3. Algebraic construction. Let E,F be complex (holomorphic) vector
bundles on X with transition functions {gas}, {hag} respectively. Then by
algebraic construction we have

(1) E@ F, given by transition functions {diag(gas, hags)}

(2) E® F, given by transition functions {gn,g ® hag}-

(3) E*, given by transition functions {(g;é)T}

(4) Hom(E,F) .= E*® F.

(5) A" E, given by transition functions {\” gas}-

(6) Let f: X — Y be a smooth/holomorphic map, 7: E — Y is a vec-

tor bundle with transition functions {g,g}, then transition functions of
pullback bundle f*E is given by {gas o f}.

5
6

Remark 2.4.3. Here is an explicit construction of pullback bundle defined
by

PE={(z,e) e X X E| f(z)=m(e)} CX x E
In fact, you can regard it as a push out as

f*E —— E

.

x Iy

In particular, pullback bundle has universal property.
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2.4.4. Hermitian structure. Let X be a smooth manifold and 7: £ — X be
a complex vector bundle.

Definition 2.4.8 (Hermitian metric). A Hermitian metric h on £ is a global
section of £* ® K.

Remark 2.4.4 (local form). Let {e,} be a local frame of E. Then Hermitian
metric h is given by

h=hge" @e’
where h 7 is a Hermitian matrix.

Proposition 2.4.1. Every complex vector bundle admits a Hermitian met-
ric.

Proof. Use partition of unity. O
2.4.5. Line bundle.

Definition 2.4.9 (line bundle). A complex (or holomorphic) line bundle L
is a complex (or holomorphic) vector bundle of rank one.

Proposition 2.4.2. Let L be a complex line bundle over X. Then L ® L*
is the trivial bundle.

Proof. Suppose {gap} is the transition functions of L, by Section 2.4.3 it’s
clear to see the transition functions of L* ® L is

(9a5)" 90 = 9upgap = 1d
This completes the proof. O
Proposition 2.4.3. Let L be a holomorphic over a compact complex man-

ifold X. Then L is trivial if and only if both L and its dual L* admit
non-trivial global section.

Proposition 2.4.4. Let 7: E — X be a complex line bundle. Then E is
a trivial line bundle if and ony if there exists a nowhere vanishing global
section s.

Proof. 1t’s clear there exists a nowhere vanishing global section if F is trivial.
Conversely, if there exists a nowhere vanishing global section s. Consider
the following map
p: X xC—FE
(x,\) — As(z)
It’s an isomorphism since fiberwisely one has ¢, (A) = As(z), and it’s injec-
tive thus isomorphism since s(z) # 0. O

Definition 2.4.10 (picard group). The picard group Pic(X) denotes set of
all holomorphic line bundles on X up to isomorphism, whose group structure
is given by tensor product.

Proposition 2.4.5. There is a natural isomorphism Pic(X) 2 H'(X, O%).
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Proof. For a line bundle L, it’s completely determined by its transition func-
tions gap: Uap — C*, which is holomorphic functions. It gives rise to an
element in (X, O%) since gqp satisfies cocycle conditions. Furthermore,
Cech cohomology® computes the sheaf cohomology for reasonable topological
space, e.g. for manifolds. ([l

Remark 2.4.5. This proposition gives us a method to compute Picard group
of a complex manifold since there is exponential sequence as follows

0—-7Z—0x—>0%x—0

which is a exact sequence of sheaves, then it gives a long exact sequence of
cohomology groups as follows

- = HY(X,Z) - H(X,0x) - HY(X,0%) — HY(X,Z) — ...
Thus Pic(X) can in principle be computed by above exact sequence. Roughly
speaking, Pic(X) has two parts:
(1) A discrete part, measured by its image in H?(X,Z).
(2) A continuous part coming from the H'(X, Ox ), which is possibly trivial.

Proposition 2.4.6. The set Ocpr(—1) C CP" x C"*! that consists of all
pairs (,z) € CP" x C"™! with z € [ forms a holomorphic line bundle, called
tautological line bundle

Proof. Let m: Ogpn(—1) — CP™ be the projection to the first factor. Con-
sider open covering {U;}I" , of CP", where
U =A{[l]=[lo::1,] € CP"|l; # 0}
A canonical trivialization of Ocpr(—1) over U; is given by
05 7T71(Ui) —U; xC
(I,2z) = (I, 2)

Its transition function is computed as follows

piop; ' (UinUj) x C— (UiNU;) x C

(l,w) — (l,wZ)

where | = (lp : --- : I,,). This shows its transition function g;;(z) = z;/z; €
C* is holomorphic. O
Definition 2.4.11 (line bundles on CP").

Ocpr (—k) = Ocpn (—1)%F k€ Zo

Ocpn (k) = (Ocpn (k)" k€ Zso

OCP" (0) =CP"xC

3For more details, see Appendix 20.
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Proposition 2.4.7. For k£ > 0. the space I'(CP", Ocpr (k)) is canonically
isomorphic to the space C[zp,...,2z,]x of all homogenous polynomials of
degree k.

Corollary 2.4.1. For £ < 0 the line bundle Ocpr (k) admits no global
holomorphic section.

Proof. Tt follows from above result and Proposition 2.4.3. (|
2.5. Euler sequence and adjunction formula.

2.5.1. FEuler sequence.

Proposition 2.5.1. On CP" there exists a natural short exact sequence of

holomorphic vector bundles

0= Ocpr ~25 Ogpn (1)EL 25 TCP 5 0

Exercise 2.5.1. For Grassmannian manifold Gr(k,n), we have
0—-E—Grik,n)@C"—=Q —0
Show that
Tar(kn) = Hom(E, Q)
2.5.2. Adjunction formula.

Proposition 2.5.2 (adjunction formula). Let 7: L — X is a holomorphic
line bundle and s be a holomorphic section of L. Suppose that D = {x €
X | s(x) = 0} is a smooth submanifold of codimensional 1. Show that the
following sequence is exact

0—-TD—TX|p— Llp—0
As a consequence
Kp=Kp®Llp=(Kx®L)p
Or equivalently
Kp > (Kx®L)|p
This is called adjunction formula.

Proof. Firstly we have the following exact sequence
0—-TD—TX|p— Np—0

where Np is the normal bundle. Now it suffices to show L|p is isomorphic
to the normal bundle of D. Note that s|p = 0 and s is not identically zero
on X, so ds gives an isomorphism between L|p and Np in fact. By taking
determinant we obtain the adjunction formula since for a exact sequence of
vector bundle

0+A—-B—-C—=0

we have

det B=det A ®@detC
and determinant of a line bundle is itself. O
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Example 2.5.1. Let X = CP" and L = O¢pn(—d). Proposition 2.4.7 shows
that D C CP" is a smooth hypersurface defined by zero set of a homogenous
polynomial with degree d. Then we have

Kp = (Kx ®L)p
= (Ocpr(n+1) ® Ocpn (—d))|p
= Ocpr(n+1—4d)|p
Remark 2.5.1. As a consequence, D is called

Fano d<n+1
Calabi-Yau d=n+1
general type d>n+1

These concepts we will define later.
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3. DIVISOR AND LINE BUNDLE

In this section, unless otherwise specified, we assume X is a complex
manifold.

3.1. Divisor.

Definition 3.1.1 (analytic hypersurface). An analytic hypersurface of X
is an analytic subvariety Y C X of codimensional one.

Remark 3.1.1. By Remark 1.4.2 one has a hypersurface is locally given as
the zero set of a non-trivial holomorphic function.

Definition 3.1.2 (divisor). A divisor D on X is a locally finite* formal
linear combination D =Y a;[Y;] with Y; C X are irreducible hypersurfaces
and a; € Z.

Definition 3.1.3 (divisor group). The divisor group Div(X) is the set of
all divisors endowed with the natural group structure.

Definition 3.1.4 (effective). A divisor D = > a;[Y;] is called effective, if
a; > 0 for all 7. In this case, we write D > 0.

Proposition 3.1.1. Every hypersurfaces Y defines an effective divisor > [Y;] €
Div(X), where Y; are irreducible components of Y.

Proof. 1t suffices to show the irreducible components of a hypersurface Y is
locally finite. U

Let Y € X be a hypersurface and z € Y. Suppose that Y defines an
irreducible germ in x, that is this germ is the zero set of an irreducible
ge O X,z

Definition 3.1.5 (order). Let f be a meromorphic function in a neighbor-
hood of z € Y. Then the order ordy ,(f) of f in & with respect to Y is given
by

f= gordy,x(f)h

where h € O% .

Remark 3.1.2.

(1) The order of f in x with respect to Y is independent of the choice of g
since any two irreducible g, ¢’ € Ox , with Z(g) = Z(¢') only differs by
an element in (’)}’x.

(2) More globally, one can define order ordy (f) as ordy (f) = ordy(f) for
x € Y such that Y defines an irreducible germ in x. Such a point z € Y
always exists, for example, one can choose a regular point z € Y.
Moreover, it’s independent of the choice of x since

4The sum is called locally finite, if for any z € X, there exists an open neighborhood
x € U C X such that only finite many coefficients a; # 0 with Y; N U # 2.
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Definition 3.1.6 (zeros and poles). Let f be a meromorphic function on
X. Then

(1) f has zeros of order d > 0 along Y if ordy (f) = d.

(2) f has poles of order d > 0 along Y if ordy (f) = —d.

Definition 3.1.7 (principal divisor). For f € K(X), the divisor associated
to f is
(f) =D _ordy ()[Y]

where the sum is taken over all irreducible hypersurfaces Y C X. A divisor
of this form is called principal.

Remark 3.1.3. The divisor (f) can be written as the difference of two effective
divisors (f) = Z(f) — P(f), where

Z(f)= > ody(fY], P(f)= > ordy(f)[Y]

ordy (f)>0 ordy (f)<0

Proposition 3.1.2. There exists a natural isomorphism
H(X,K%/0O%) = Div(X)

Proof. An element f € HY(X, K% /O%) is given by non-trivial meromorphic
functions f; € K% (U;) such that f; fj_1 is a holomorphic function without ze-
ros on U;NUj, where {U;} is an open covering of X. Thus for any irreducible
hypersurface Y C X with Y NU; NU; # @, one has ordy (f;) = ordy (f;).
Hence ordy (f) is well-defined for any irreducible hypersurface Y. Then one
associates to f the divisor (f) = > ordy (f)[Y] € Div(X).

It’s clear this map is a group homomorphism. To see it’s bijective, we
define the inverse as follows. If D = )" a;[Y;] € Div(X) is given, then there
exists an open covering {U;} of X such that Y;NUj is defined by g;; € O(Uj)
which is unique up to elements in O*(U;). Let f; =[], gfj € K% (Uj) since
gij and g;;, defines the same irreducible hypersurface, they only differ by an
element in O*(U; N Ug). Thus f glue to an element f € H(X,K%/O%).
It’s clear these two maps are inverse to each other. O

Remark 3.1.4. In algebraic geometry, elements in HO(X, K% /O%) are called
Cartier divisors and elements in Div(X) are called Weil divisors. Above
isomorphism still holds in the algebraic setting under a weak smoothness
assumption on X.
Corollary 3.1.1. There exists a natural group homomorphism

Div(X) — Pic(X)

D — O(D)

where O(D) is defined in the proof.
Proof. If D = 3" a;]Y;] € Div(X) corresponds to f € H?(X, K% /O%), which
in turn is given by functions f; € K% (U;) for an open covering {U;}. Then
we define O(D) € Div(X) with transition functions v;; := fifj_1 € 0% (Usj).



27

If D, D' are two divisors, without lose of generality we may assume they’re
given by {f;} and {f/} respectively on the same open covering, then D+ D’,
then D + D’ corresponds to { f; + f/}. By definition O(D + D’) is described
by {1ij1;;}, hence O(D + D') = O(D) @ O(D"). O

Remark 3.1.5. In fact, above corollary can be derived from the following
exact sequence of sheaves

0— 0% - Ky - K%/O0%x —0
Then above group homomorphism is exactly the boundary map, the kernel

of which coincides with the image of H*(X,K%) — H°(X,K%/O%), and
the latter by definition is the set of principal divisors.

Definition 3.1.8 (linearly equivalent). Two divisors D, D’ are called lin-
early equivalent, denoted by D ~ D', if D — D' is a principal divisor.

Corollary 3.1.2. The group homomorphism Div(X) — Pic(X) factorizes
over an injection

Div(X)/~ < Pic(X)

3.2. Relations between divisor and line bundle. In general, Div(X)/. —
Pic(X) is a strict inclusion, but we will see if a line bundle admits a non-
trivial global section, then it’s contained in the image. In order to show this,
we need to construct a canonical map

H°(X,L)\{0} — Div(X)
s Z(s)
The map is constructed as follows: Let L € Pic(X) on open covering {U;}
be trivialized by v;: L|y, — Op,. Then divisor Z(s) is given by f := {fi :=
vi(slu} € HY(X, KX /O%).
Proposition 3.2.1. For 0 # s € H°(X, L), the line bundle O(Z(s)) is
isomorphic to L.

Proposition 3.2.2. For any effective divisor D € Div(X), there exists a
section 0 # s € HY(X,O(D)) with Z(s) = D.

Corollary 3.2.1. Non-trivial sections s; € H(X, L1) and s € H(X, Ls)
define linearly equivalent divisors Z(s1) ~ Z(sg) if and only if L1 = Lo.

Proof. If L1 & Lo, then
If Z(s1) ~ Z(s2), then by Corollary 3.1.2 one has O(Z(s1)) = O(Z(s2)),
then this shows L; = Ly since O(Z(s;)) = L;,i = 1,2. O

Corollary 3.2.2. The image of the natural map Div(X) — Pic(X) is gen-
erated by those line bundles L € Pic(X) with H°(X, L) # 0.

Proof. We have already seen if H(X, L) # 0, then L is contained in the im-
age. Conversely, any divisor D = Y a;[Y;] can be written as D = " a] [V;] —
> a; [Yj] with aif >0, and thus O(D) = O(Y. o] [Vi]) @03 a; [Y;])*. Both
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OXaf[Vi]) and O3 a; [Yj]) are associated to effective divisors, and there-
fore admit non-trivial global sections. ([

Remark 3.2.1. For projective manifolds, the map Div(X) — Pic(X) is sur-
jective, but note that even for very easy manifolds, such as complex tori,
this is no longer the case.

3.3. Ample line bundle.

Definition 3.3.1 (base point). Let L be a holomorphic line bundle on a
complex manifold X. A point z € X is a base point of L if s(x) = 0 for all
s€ HY(X,L).

Notation 3.3.1. The base locus Bs(L) is the set of all base points of L.

Remark 3.3.1. If dim H%(X, L) < oo, we can choose a basis of global sections
S1,...,sn of it, then Bs(L) = Z(s1) N---N Z(sy) is an analytic subvariety.
Later we will see if X is compact, then dim H°(X, L) < oc.

Proposition 3.3.1. Let L be a holomorphic line bundle on a complex man-
ifold X and suppose s1,...,sy € H°(X, L) is a basis. Then

¢r: X\ Bs(L) — CPY
x = (so(x) -+ sn(x))
defines a holomorphic map such that 7 Ocpn (1) = L] x\ By(1)-

Definition 3.3.2 (ample line bundle). A holomorphic line bundle L on a
complex manifold X is called ample if for some k£ > 0 and some linear system
in HY(X, L*) the associated map ¢ is an embedding.

Remark 3.3.2. By definition, a compact complex manifold is projective if
and only if it admits an ample line bundle.
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4. TANGENT AND COTANGENT BUNDLE
4.1. Complex and holomorphic tangent bundle.

Definition 4.1.1 (complex tangent bundle). Let X be a smooth n-manifold
with an atlas {Uy, a: Uy — Vo € R"}. Then (real) tangent bundle Tr X
is a vector bundle given by smooth transition functions

9ap: Ua NUg — GL(n,R)

z = Ja(pa o 05" (ps(x))

The complex tangent bundle T X is defined as the complexification of Tr X,
that is, Tk X ®g C.

Definition 4.1.2 (holomorphic tangent bundle). Let X be a complex n-
manifold, with an atlas {U,, pa: Uy — Vo € C"}. Then holomorphic tan-
gent bundle T'X is given by holomorphic transition functions

Gap: Ua U3 — GL(n, C)
2+ Je(pa 0 05" )(9p(2))

Remark 4.1.1 (relations between complex tangent bundle and holomorphic
tangent bundle). Let X be a complex n-manifold and {z° = z'4+v/—=1y'}1<i<n
be a local coordinate of X. Then {z!,..., 2" y',...,y"} gives a local co-
ordinate of its underlying real 2n-manifold, and there is an almost complex
structure J on Tr X given by

0 0
J(ﬁfni) Oy

0 0
J(Oyi) T o

Thus complex tangent bundle TcX can be decomposed as Te X = TH0X @
TY1 X with respect to J With local frames as follows:

(1) 821' = (8331 6 931 is a local frame of T"0X.
(2) 8821- = (833’ + V=15 9.1} is a local frame of TO1X.

Indeed, direct computation shows

0. 1.0 o v, 0 P B
TG = 3GtV g = (a i~ vTig, i) =Vlgs

0. 1.0 N d )
J(Gzi) N Q(ﬁy’ B 71(‘91‘i) N 2 ( ) B 7182"

and for any section s of Tr X, one has the followmg decomposmon
1 1
= 5(5 —V=1J(s)) + 5(5 +v—1J(s))

Note that T'X is isomorphic to (Tr X, J) as complex vector bundle, and we
claim (Tg X, J) is isomorphic to 719X as a complex vector bundle. Indeed,
there is a natural inclusion T X — Tr X, if we compose this inclusion with
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projection Tc X = T1OX @T)O(’l — TH0X onto the first summand, we obtain
an C-isomorphism (Tp X, J) — T1YX with inverse map 2Re(-).

In particular, 719 X is isomorphic to TX as complex vector bundles, so we
can endow 79X with holomorphic structure such that 719X is isomorphic
to TX as holomorphic vector bundles, and thus we can use {dz'} as local
frame of holomorphic tangent bundle.

4.2. Bidegree forms. For complex manifold X, there is also an almost
complex structure on QkR, that is dual bundle of TR X, and complexified
dual space of T X admits an analogous decomposition:

e =0reC=0y 00f
There is also a decomposition on its k-th wedge product as follows:
k
k 1 s
QX,(C = /\QX,C = @ Q@(q
pta=k
where Q%7 = AP Q3% @ A7Q%

Definition 4.2.1 ((p, ¢)-form). A k-form w of type (p, q) is a smooth section
of QY that is

w € CF(X,057) C C°(X, % ¢)
Remark 4.2.1 (local form). Suppose {z!,..., 2"} is a local coordinate of X,

and denote z* = 2°++/—1y%. Then {dx!,... dz",dy',...,dy"} gives a local
frame of QkR, and induced almost complex structure is given by

I (e (G) = Ao (I ) = de' (5 =0
I (a5 = da' (U )) = do'(57) = -1

that is ) .
J*(dz') = —dy*
J*(dy') = da’
and similarly we have
i g i s 1,0
(1) {dzv = dZL" + \/—1dy'} is a local frame of (28(1.
(2) {dz" :=da’ — v/—1dy'} is a local frame of {2y .
For a k-form, it locally looks like
Z f]JdZI Adz?

[|=p,|J|=q
p+g=k

where fr; are smooth functions, and a k-form is a (p, ¢)-form if and only if
locally it looks like

> fude Adz

[I|=p,|J|=q
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Exercise 4.2.1. For C" = R?", one has

V=1
det Ady' A---Ada™ Ady" = (T)”dzlAdzl/\---Adz"/\dE”

Proof. Tt suffices to show the case n = 1, and we can compute directly as
follows
v—1 v—1
(T)dz Ndz = (T)(dx + v —1dy) A (dz — v—1dy)

= (\/2_71)(—2\/—71d33 A dy)

=dx Ady
O

4.3. Dolbeault operators. For complex manifold X, naturally there is a
differential operator

d: C®(X, 0% ¢) = C=(X, Q%)
Since there is a decomposition for a € C*°(X, Q’)“(’C), it’s natural to ask how
to decompose da € C*(X, Q’;fé).

Example 4.3.1. For smooth function o on X, locally a direct computation

shows da o
da = 5 2da' + 5y’
= 3l ~ Vg s+ VT
- SZdzi + gzidzl
If we denote da .
da = gzidz
Oo = 8;.d2i

then da = da + da, where da € C®(X, Q;O) and da € C™(X, Qg&l). In
general case, for a € C°(X, Q57), locally looks like
o= Z aUdzJ/\dEK
l1|=p,|J|=q
then
da= > aa”d ‘ndefndzl Y aO‘”d NN
0!
|=p,|J|=q H|=p,|J|=q
Thus one can define
9: C™(X, Q1) — O (X, Q)
91 C°(X, Q%) — C*(X, Q%4
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such that d = 9 + 0.
Proposition 4.3.1.

(1)
danp)=0anp+(—1)%% r0p

(2) . -

*=0 =0, 00+00=0

According to (2) of Proposition 4.3.1 there is following cochain complex

(41) 00— (X, 0%%) L co(x, 08 L L 0o(X, 08") = 0
Definition 4.3.1 (Dolbeault cohomology).

HP(X) := H3(C%(X, Q%))
Remark 4.3.1. Note that we have decomposition C* (X, QI;(,C) =&
could we have the following decomposition

H*(X,C)= @ HP(X)
p+q=k

p+q=Fk COO (X? Qgéq)7

In fact, for compact Kéhler manifold, such decomposition do holds, which
is called Hodge decomposition.

Example 4.3.2. Note that
HPY(X) = {a € C®(X,08°) | Do = 0}

For o € O™ (X, Qg;o) locally written as o = >/, ardz!, one has

= 804[ _1 I (904[
l=p
which implies 7 is a holomorphic function. This shows H?Y(X) = I'(X, Q).

A natural question arises: what does this cohomology compute? In the
context of smooth manifolds, de Rham cohomology calculates the cohomol-
ogy of a constant sheaf, which heavily relies on the Poincaré lemma. In the
complex setting, Dolbeault cohomology HP?(X) determines the g-th sheaf
cohomology of €%, , which is based on the following lemma.

Proposition 4.3.2 (0-Poincaré lemma). Let B be an sufficiently small open
disc in C". If o € C*°(B,Q%7) is O-closed and ¢ > 0, then there exists
B e COO(B,Qgéq_l) such that a = 0p.

Proof. See Corollary 1.3.9 of Paged7 of [Huy05]. O

Proposition 4.3.3 (functorial). Let f: X — Y be a holomorphic map
between complex manifolds with pullback

FO®(Y, QY 0) = CF(X, Q% ¢)
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Then
£ €Y, 00) - CX(X, %)
and it induces
[ HPY(Y) — HPY(X)

Example 4.3.3 (Dolbeault cohomology of a holomorphic vector bundle®).
For a holomorphic vector bundle £ — X, we can also define

Op: C®(X, 0% © E) - C%(X, 0% @ E)

satisfies 52E = (0. Let’s elaborate this construction: Since any global sec-
tion is glued together by local sections, we just need to define dg for lo-
cal sections and check is well-defined under the change of local chart. We
can choose a local holomorphic frame {e!,...,e"} for E on U, so any

section s € C*(U, Qg&q ® E) locally can be written as s = s’ ® e; with
st € C(U,0%9). Then we can define

Op(s) =0s' @€
It’s clear that this definition is independent of the choice of local chart since
the transition functions are holomorphic and 9 kills them. Furthermore,

5129 = 0 holds since & = 0. Thus we can construct a cochain complex and
define its cohomology, denoted by

00 0,0
Hq(X,E):HgE(C (X, Q3" ® FE))
and similarly H?(X, E') computes the g-th sheaf cohomology of E.

5 : _ Op,0
In previous case, £ = QY
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Part 2. Complex Differential Geometry
5. CONNECTIONS AND ITS CURVATURE

5.1. Connections on complex vector bundle. Let X be a complex man-
ifold and 7: £ — X be a complex vector bundle.

5.1.1. Basic definitions.
Definition 5.1.1 (connection). A connection on E is a C-linear operator
V:C®(X,E) = C™(X,0% ¢ ® E)
satisfying the Leibniz rule
V(fs)=df @ s+ fVs
for f € C*°(X) and s € C*(X, E).

Remark 5.1.1 (connection form). Let {e,} be a local frame of E. Then any
section s of F¥ can be written as s = s%,, and
V(s%eq) = ds%eq + $*Vsq
= ds%eq + 5%wles
B

where w), are 1-forms, which is called connection 1-form. In terms of Christof-
fel symbol, one has

wi =] d2' + T2 47’

5.1.2. Curvature form. Now we're going to extend connection to something
called exterior derivative defined on sections of vector bundle valued k-forms
as follows

dV: C®(X, Q% c® E) —» C¥(X, QL @ B)
w®s— dw®s+ (—1)*w A Vs

Definition 5.1.2 (curvature form). Let E be a complex vector bundle over
a complex manifold X equipped with connection V. There exists a section
0 € C®(X, 0% ¢ ® End E), called curvature form, such that

(AV)’s =0 As
for all s € C°(X, 0% - ® E).

Remark 5.1.2 (local form). Let {e,} be a local frame of E. The curvature
form © can be written as

0= @gadzi ANdZ ® e ® eg

where @fja can also be expressed in terms of Christoffel symbols just like

what we have seen in [Liu23].
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5.2. Chern connection. In this section, we will introduce additional struc-
tures to enhance the complexity of a vector bundle F over a complex mani-
fold X. These structures include Hermitian metrics and complex structures.
We will explore connections that align harmoniously with these structures,
similar to our approach in Riemannian geometry. By doing so, we will obtain
the Chern connection, which runs parallel to the Levi-Civita connection.

5.2.1. Compatiblity with Hermitian metric.

Definition 5.2.1 (Hermitian metric). Let E be a complex vector bundle.
A Hermitian metric h on E is a smooth section of E* @ E".

Remark 5.2.1 (local form). Let {e,} be a local frame of E. Then a Hermitian
metric is determined by a positive definite Hermitian matrix (h aB)v that is
h=h,ge" e’

where h5 = h(ea, €3).
Definition 5.2.2 (Hermitian vector bundle). A complex vector bundle E

together with a Hermitian metric h is called a Hermitian vector bundle
(E,h).

Remark 5.2.2 (metric weight). Let L be a Hermitian line bundle. A Hermit-
ian metric h is locally given by e~2%, where ¢ is a smooth function, which is
called metric weight. Suppose {gag} is transition function of L with respect
to open covering {U, }. Then h is given by a collection {hy, € C*°(Uy,)} such
that ho = |gas| 2hs. In other words, a Hermitian metric is a collection of
metric weights {p, € C°°(U,)} such that

Yo = ¢p +10g|gas|

Definition 5.2.3 (sesquilinear map). For a Hermitian vector bundle (E, h)
over complex manifold X, there is a sesquilinear map

C®(X, 0% ¢ ® E) x C®(X,0% ¢ ©® E) = C=(X, 5 d)
(s,t) = {s,t}
locally given by o
{s%q,t0es} = h,5s® NtP

Definition 5.2.4 (metric connection). A connection V on a Hermitian vec-
tor bundle (F, h) is called a metric connection, if

d(s,t) = {Vs,t} + {s, Vt}
where s,t are sections of F.
Remark 5.2.3 (local form). If {e,} is a local frame of E, then
dh,5 = d(ea, e5)
= {Veq, €3} + {ea, Veg}

= wh 5 + whhay
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So in matrix notation, we have
dh = wh + hw'

In particular, if we take {e,} to be orthogonal local frame of E with respect
to h, we will find w +@! = 0, that is w is skew-Hermitian matrix.

Proposition 5.2.1. Let (E, h) be a Hermitian vector bundle over a complex
manifold X. A connection V is a metric connection if and only if

d{s,t} = {Vs,t} + (—-1)P{s, Vt}
where s € C>(X, Q&C ® FE) and t € C*(X, Qg(,c ® E).

Proposition 5.2.2. Let (F, h) be a Hermitian vector bundle equipped with
connection VZ. Then V¥ is a metric connection if and only if VF"®F b = 0.

Proof. Direct computation shows

VEOE (b ze® ©%) = dh, 5 ® ¢ 98 + h 5V e 0 + h 5% @ VE &
—dhg@e* @e’ —hguie’ ®e’ — hogwie® @@
= (dhy5 — wlh,g — wlhey)e” @ €

This shows desired result. (I

5.2.2. Compatiblity with complex structure. For a complex manifold X, we
have decomposition

1 _ ol 0,1
Qxc=0 &y

Let E — X be a complex vector bundle with connection V. Then we can
decompose V = V0 4+ V0! by composing the projection as follows

C®(X, 0 ® E)

/

C®(X,E) —— C®(X, Q¢ ® E)
07
C®(X, 0% ® E)
If we write V = d + w locally, then
V0 =9 4 0
VOl =9 + Ot

Definition 5.2.5 (complex connection). A connection V on a holomorphic
vector bundle E over a complex manifold X is said to be compatible with
complex structure if VO = dp.
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Remark 5.2.4 (local form). Let {e,} be a holomorphic local form of E, and
denote

Vea = (Tj,dz" +T7 dz')eg
that is
01, _ 1B >t
Vohe, = I‘gaegdz
But since {e,} is holomorphic, that is dge, = 0, which implies V is complex
if and only if I') = 0.

5.2.3. Chern connection.

Theorem 5.2.1 (Chern connection). Let X be a complex manifold, (F, h)
a Hermitian holomorphic vector bundle. Then there exists a unique metric
connection called Chern connection such that it’s compatible with complex
structure.

Proof. If metric connection V is compatible with complex structure, then
the following three equations are equivalent

dh = wh + hw!
Oh = wh
Oh = hwt

since w is a (1,0)-valued matrix. This shows Chern connection is uniquely
determined by w = (0h)h L. O
Remark 5.2.5 (local form). Chern connection is locally determined by

oh =

af v
92t *Fiahvﬁ

Definition 5.2.6 (Chern curvature). Let X be a complex manifold and
(E, h) be a Hermitian holomorphic vector bundle. The Chern curvature ©,
of (E,h) is defined as the curvature of Chern connection with respect to h.

Corollary 5.2.1. Let X be a complex manifold and (F,h) a Hermitian
holomorphic vector bundle equipped with Chern connection V locally given
by w. Then

(1) Ow=wAw.
(2) O}, = ow.
(3) 00 = 0.
Proof. For (1). Since w = (ah)h_l, then directly computation shows
dw = —0h ANIO(h™1)
= —Oh A (=h~tohh™h)
= (On)h™ P A (Oh)RT!

=wAw
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For (2). © locally looks like
O =dw—-—wAw=dw— 0w = 0w
For (3). It’s clear from (2). O

Remark 5.2.6 (local form). The Chern curvature can be expressed in terms
of Christoffel symbol as follows

0, =0" dz' NdF ®e* ®e,
ija

where @%a = —% In other type one has
__ph_OY
508 = 18950
,8}1 —
_ _ 02"l
- _hwﬁa?(m BY% )

2p _
__Thag | 50ha5 Mg
021077 0zt 07

5.2.4. Useful formulas of Chern connection. Let X be a complex manifold
and (E,h) be a Hermitian holomorphic vector bundle over X. Let V be
Chern connection determined by Christoffel symbol F'f ., on (E, h) with cur-
vature Oy,. Suppose {z'} is local coordinate of X, {e,} is the local frame of
E, and {e®} and {e,} denote local frames of E* and E respectively.

Proposition 5.2.3.

3, 570hay
Fioz - hﬂ’yaizai’y
Proof. See Remark 5.2.5. O
Proposition 5.2.4.
@77 — _aLZQ
ijo 9%J
2 _
o Fhag  50hsOhp
e 0207 9z 07
Proof. See Remark 5.2.6. U

Proposition 5.2.5.

V.o eq= F;Baeﬁ, Voe,=0, Voea,=0, V.oe,= F—.Bjﬁ
820 EEC 921 ozt LS

Voer=-THhe’ Vaoe =0, Voe*=0, V,e*=-T%"
921 ozt ' B

8zt ozt

Proof. 1t suffices to show the first two equalities, and others can be obtained
from taking conjugates and dualities. The first one holds from definition of
Christoffel symbol, and F?a = 0 holds from the Remark 5.2.4. O

Corollary 5.2.2.
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(1) For s € C*(X, E), locally written as s = s*e,, one has

dsP
V%s = (8zi + saffa)eg
0s”
Va,; T ea
(2) For s € C®°(X, E), locally written as s = s%¢,, one has
dsP?
\% = _—€
R
9s?  _ 5. _
V%s = (8? + sOT?a)eg
(3) For s € C™(X, E*), locally written as s = s,e®, one has
0s
V%S:(a—;—sa f‘ﬁ)eﬁ
0
Vo s=Leb
EER 0z
(4) For s € C®(X,E"), locally written as s = sz, one has
Osz
v =R
0sz
Vai s = (a—; — saf‘lﬁ)eﬂ

Proposition 5.2.6 (Ricci identity). For s € C*(X, E), locally written as
s = s%eq, one has

VoVos’—VaoVas= @%aso‘

oz oz oz oz

Proof. Direct computation shows

0s®
VaoaVaes= vi(fea)
921 o7 91 0Z)
8285 8 8Sa
= 9aig 0 T liages
that is -
0%s 0s®
VoVos=—">" 17820
Vo 9207 | g5
Direct computation also shows
s’ 9™ or?
VLVaSﬁ: 7.8 - %Ffa_FSO‘%‘?‘
957 94 0z70z¢ 07 0z’
Thus 5
oI
VoVaos’—VaoVas=—sr""la
221 057 977 94 0z
—0° s
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5.3. First Chern class.

5.3.1. First Chern class of complex line bundle. Let m: X — L be a complex
line bundle with connection V over a complex manifold X. Then curvature
O is a global section of Q%(,(C since End L is trivial bundle. Furthermore,
O locally looks like dw since for line bundle w A w = 0. An immediate
consequence is dO© = 0, that is © gives a cohomology class

(0] € H(X,C)

Definition 5.3.1 (first Chern class of line bundle). Let L be a complex line
bundle over complex manifold X equipped with connection V. The first
Chern class of L is defined as

c1(L) == [‘/2?@] € H*(X,C)

where © is the curvature of V.

Proposition 5.3.1 (topological invariance). ¢;1(L) € H?(X,C) is indepen-
dent of the choice of connection.

Proof. Let V be another connection which is locally given by w. Then for
section s of Q])C(,C ® L, one has

(V=V)s=(ds+wAs)—(ds+@As)
=(w—w)As
Note that w — @ is a global section of ch, so © — O is exact. O

Proposition 5.3.2. Let 7: L — X be a complex line bundle over a complex
manifold X. Then ¢;(L) € H*(X,R).

Proof. Equip L with a Hermitian metric h, then for a metric connection V,
locally we have

Thus

Remark 5.3.1. Here are two facts here we don’t prove:
(1) e1(L) € H*(X,Z).
(2) L is determined by c;(L).

Definition 5.3.2 (first Chern class of vector bundle). Let E be a complex
vector bundle over complex manifold X. The first Chern class of E is defined
to be the first Chern class of det E.
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5.3.2. First Chern class of Hermitian holomorphic line bundle. Let X be a
complex manifold, (L, h) a Hermitian holomorphic line bundle, and V is the
Chern connection of (L, h) with Chern curvature ©;. Then by Proposition
5.3.2 and Corollary 5.2.1, we have

v-=1

[TG"] € H*(X,R)n H"(X)

7T

Remark 5.3.2 (local form). Suppose Hermitian metric h is given by metric
weight {4}, that is locally h = e~2#=. Then direct computation shows first
Chern class is locally given by

) V=1 _
O, = 00¢
27 ™

Proposition 5.3.3. [g@h] € HY(X) is independent of h.

«

Proof. Note that any two metric on a line bundle differ a smooth function
which is positive everywhere, so if h and b’ are two different metrics, we can
write ||e(2)||n = e/|le(2)||n for some globally defined smooth function f. So
by Remark 5.3.2, we have the difference of first Chern classes coming from
different metrics is @58 f, and it’s trivial in H%!(X) since f is globally
defined. (|

5.4. Lefschetz (1, 1)-theorem. Now we know that given a Hermitian holo-
morphic line bundle (L, h), its Chern curvature we will get a real (1, 1)-form.
So we may wonder the converse of this statement. Is there any real (1,1)-
form comes from such a Hermitian holomorphic line bundle? That’s main
theorem for this section.

Theorem 5.4.1 (Lefschetz (1,1)-theorem). Let X be a complex manifold
and [w] € H*(X,R) N HYY(X). If

[w] € im{H?*(X,Z) - H*(X,R)},
then there exists a Hermitian holomorphic line bundle (L, h) such that

Volg
27
Before proving this theorem, let’s explain these notations. Here H?(X,Z)
and H?(X,R) are sheaf cohomology of constant sheaves Z and R. By de
Rham theorem®, there is no difference between sheaf cohomology of R and
de Rham cohomology, but it’s meaningless to consider de Rham cohomology
with Z-coefficient.

Here we use the isomorphisms
H*(X,7) = H*(X,Z)
H?*(X,R) = H*(X,R

~—

6See appendix 20.
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and consider the map in terms of Cech cohomology
H*(X,Z) — H*(X,R).

Above isomorphism is called comparision theorem, and can be proved by
technique of spectral sequences in general. Here we give an explicit con-
struction in dimension two, that is, construct a Cech 2-cocycle from a closed
2-form.

In sketch, the philosophy of this construction is that we can descend the
degree of differential forms, but the price we pay is to consider functions
defined on intersections of many open subsets.

Proof of comparision theorem in dimension two. Let X be a smooth mani-
fold and Z1(X) C Q}{,]R be the sheaf of closed 1-form. Then we have the
following sequence of sheaves

0 =R — C®(X) Azt .
By Poincaré lemma it’s an exact sequence. Similarly, there is also an exact
sequence
1 1 d, 2
022" = Qxpr — 27 =0,
where Z2 is the sheaf of closed 2-forms. By the definition of de Rham
cohomology, we have

C>®(X,Z?)
H*(X,R) = — "
dC®(X, Q% )

In order to avoid taking limit in Cech cohomology, we choose a good enough
open covering’ {4 = {U,}aer such that
(1)
d: C®(Ua, Qpy, g) = C™(Ua, Z%)

is surjective for any « € I.

(2)
d: C®(U,NUg) — C®(Uy NUgs, Z")

is surjective for any «, 3 € 1.
Let w be a closed 2-form. For any a € I, we choose A, € C’OO(UQ,Q}JQ,R)
such that

w\Ua = dAa.
Then

H(Aoc - Aﬁ)

aMB

is a Cech 1-cocycle in C'(U, Z') since d(A, — Ap)|Uanvy = w —w = 0. For
any o, 8 € I, we choose fog € C*(U, N Up) such that

(Aa - Aﬁ)aﬁ = dfaﬁ'

In fact, it’s called Leray covering, and Leray’s theorem about Cech cohomology says
that the Cech cohomology with respect to Leray covering is exactly the Cech cohomology.
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Note that
fﬁv - fa'y + fa,@’UaﬁUBﬂU«,
is d-closed by the same reason, and thus it’s locally constant. Then

w= H (fb’v — foy +fa,8)

a,B,y

is a Cech 2-cocycle in C?(4,R). Then by Leray’s theorem, we obtain a Cech
2-cocycle @ € H?(X,R) from a closed 2-form w € H?(X,R). O

Now let’s prove Lefschetz (1, 1)-theorem.

Proof of theorem 5.4.1. Let 8 = {U, }ocr be an open covering consisting of
open polydisk such that for all o, 8 € I, the intersection U, N Ug is simply-
connected.

For a d-closed real (1, 1)-form w, after a refinement if neccessary, Lemma
0.2.1 implies that there exist smooth functions ¢, : Uy — R such that

wly, = \/2718&0&.
m

Then on any two intersection U, NUg, one has 09(pq — ) = 0. Again after
a refinement if neccessary, Lemma 0.2.2 implies that there exist holomorphic
functions f,z such that

(Spa - 905)|UQOU5 = 2Re(foz5) = faﬁ +f75-
For [] fap € C* (4, Ox), one has
(5f)aﬁ’y = (fﬁv - fa'y + fozﬁ)|Ual’1U3r1U7

Since 2Re(fgy — fay + fa)apy = 0, it must be a locally constant pure
imaginary number, that is, it lies in 2mv/—1R (U, N UsgNUy).

For real 1-form

A = \T(&pa — 0¢a),
T

a direct computation shows that w|y, = dA,, and that’s why we define A,
in this form.

Recall what we have done in the proof of comparision theorem: If we
want to find Cech cocycle which corresponding to w, we need to consider
Ay — Ap on the intersection U, N Ug. A direct computation shows that

(s — pa) = O fap + fap)
= 8fa,8
= dfaﬁ
s — ) = dfap.
Thus
J=1

YA — fap) = 5-d(m(fup))

Ag — Ax)ap =
(As = Aa)as = =
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Then the Cech 2-cocycle @ corresponding to w is

. 1
W= H(%Im(fﬁ’y — foy + fap))apy
1
- H(QW\/jl(fﬁv = Joy + Jap))asy-
By hypothesis one has [] is an image of [[[nag,] € H2(X,Z). However,
it doesn’t mean that f,3 are exactly integers, but not too bad, we just need
some correction terms, that is

T1 G = for + foa = T mass + 6 T o)

where [[(cag) € C*(U, R) is 1-cochain. If we define f(;ﬁ, = fap — 2wV —1cqap,
then

(S = foy + fog)apn = 27V~ 1nagy € 20V —1Z(Ua N Uz N T,).

Now consider the holomorphic function from U, N Ug to C* defined by
Jap = €xp(— f(’)ﬁ). A direct computation shows that it satisfies the cocycle
condition
98+9es 9o = 1,

since 2™V=1 = 1. Then {gap} is a collection of transition functions, and
gives a holomorphic line bundle L.

Now it suffices to construct a Hermitian metric on L, and calculate its
curvature to complete the proof. Note that

(ba — 28)Uant; = 2Re(fap) = 2Re(fap) = —10g|gas|*.
Consider the Hermitian metric h, which is locally given by
ha = exp(—¢q)
on Uy. It’s well-defined since hg = |gas|*ha = ggﬁha@. Moreover,

This completes the proof. U

Remark 5.4.1. Consider the exponential sequence

052 ™5 0y ®R 0% 50

and the induced long exact sequence
oo HY(X,0%) -5 HY(X,Z) — HX(X,0x) = ...

Let L be a holomorphic line bundle determined by its transition functions
{9ap}. The proof for Lefschetz (1,1)-theorem shows that 6 maps {ga.g} to
—C1 (L)
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6. HERMITIAN GEOMETRY

6.1. Hermitian manifold and Riemannian manifold. A Hermitian man-
ifold is a complex manifold X together with a Hermitian metric h on holo-
morphic tangent bundle T X. One way to construct a Hermitian metric on
TX is to consider special Riemannian metric on the underlying real mani-
fold.

Suppose {z! = 2 4+ /=1z} is a local coordinate of X, where 1 <i <n
and n +1 < I = i+n < 2n. Then {z%, 2/} gives a local coordinate
of underlying real manifold of X, and there is a natural almost complex
structure J on TrX which is given by

0 0
1 Gat) = gat

0 0
J(O:EI) T Ot

Definition 6.1.1 (compatiblity). A Riemannian metric g on TrX is called
compatible with almost complex structure, if

gV, W) =g(JV,JW)
for all VW € C*°(X,TrX).

Proposition 6.1.1. Let g be a Riemannian metric on T X which is com-
patible with J and locally given by

g= gijdasi ® da? + giyda? @ da’ + gjjde ® dz? 4 grydz! @ dz’

Then
9ij = 91J
9iJ = 9Ji = — 951 = —9Ij
Proof. Direct computation. U

Notation 6.1.1.
<gzl gzL> <91j 9lJ> — 1L
g” QIL gr; 9gLJ "

9"qi; + 9" gr; = 6
9 gy + 9" gL =0

In other words,

Let g be a Riemannian metric on underlying real manifold which is com-
patible with J. Then its C-linear extension gc gives a matrix

o 0 9 0
(QC(az“W))an (g(c(azi’ﬁ))an

o 0
‘9?’@)>an <gC(aEivﬁ)

N
<
@]
—~
Q
Q

nxn
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Direct computation shows that

g 0
gC(@v@)_o
g 0
<oz o) ="

and if we denote H = (hij)nxny where

o 0 1
20 @) =595+ V—19i7)

2
0 H
Moreover, H is a positive definite Hermitian matrix since G is a positive
definite symmetric matrix. Thus h gives a Hermitian metric on 7% X, which

makes X a Hermitian manifold. Conversely, if h is a Hermitian metric on
T'0X, there is also a Riemannian metric on Tr X given by

(6.1) h = gel

Then

9ij = 2Reh;
gij = 2im hﬁ
915 = —9iJ
g1J = Gij

From now on, g always denotes a Riemannian metric on the underlying
real manifold which is compatible with J, and h be the Hermitian metric
corresponding to g.

Proposition 6.1.2.
v/detg =2"deth

Proof. Direct computation shows

(gij)nxn (.%'J)nxn)
det g = det
g ¢ <(glj)n><n (gIJ)an

(1) (gi')an (giJ)an>
= det (9
¢ ((_giJ)an (9ij)nxn
— det < (gij + \/jlgiJ)an (.%'J)nxn)
(_giJ + v _1gij)n><n (gij)nxn

<(gij + \/jlgiJ)an (giJ)an )
O (9ij + V=1gis)nxn

= det
= (2" det h)?

where (1) holds from Proposition 6.1.1. O
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Notation 6.1& hii is defined by the (i,§)-entry of (H~1)T that is hﬂhﬂ =
5;, and hY := hii. Note that

0 e [0 ()
¢T=E) = ((h"j)m 0 >

Proposition 6.1.3.
B = 2(g — /—1g")
Proof. Direct computation shows

W'hg = (g" — vV=1g"")(gj + V—1g;1)
=g"gj+ 9" gjr +V-1(9"g9;r — 9" g;r)
= g"gi; + 9" 91; —V—1(g" 91y + g"“q1;)
= 5;1
0

Definition 6.1.2 (fundamental form). The fundamental form w of g is
defined as

w(V,W) = gc(JV,W)
where VW € C*(X,TcX).
Proposition 6.1.4.

w = V—=1hzdz' AdZ
In particular, w is a real (1,1)-form.

Proof. Direct computation shows

o 0 0 0

w(ﬁ?@) :gcc(J(@) ) V- th(a 8 55)=0
o 0 0
W 55) = 9clU(55) 5 ) V- 9((:(a ém) V—1hg
9 0 8 8 — 8 —
9 0 8 8 — 8
This shows A A ‘ ‘
w = —1hi3dz’ ®dz? — v/ —1hgjdfz ® dz’
= V=1hzdz' © 477 — V~1h5d7 © 42’
= V—=1hzdz' AdZ
where the last step holds since h is Hermitian, that is hji = hz‘j- ([

Proposition 6.1.5.
2h +vV—1w = g¢
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Proof. Direct computation shows
1 . o1 ) B p ‘
h—59c = hgds' @ 47 — 5 (hds" @ d2’ + hy;dz" @ d2?)

1 . . 1 . .
= ih,gdzz ® dEJ — ih;jdfz X dZJ
= Qhﬁdz A dz?

_ V1,

2
(]

Remark 6.1.1. In fact, Hermitian metric h, Riemannian metric g on underly-
ing real manifold and fundamental form w are the same things on a complex
manifold X, and any of them gives a Hermitian structure on X.

h
1 3
/\
5 4
w\_/g(c

6

The explict correspondences are listed as follows:

1 2w(-,-) = —Imh(-,-)

S O s W N

[\

>
RS ETE
\_/\_/\I_/\_/\_/

I

N

Q

-

\'I

SN—

|

ﬁ

—_

s

a

—~

&

L

In later discussion, we may say a Hermitian manifold (X, k) or (X,w) when
we’re emphasizing its Hermitian metric or fundamental form.

Theorem 6.1.1 (normal coordinate). Let (X, %) be a Hermitian manifold.
For any p € X, there exists a local holomorphic coordinate {z'} centered at
p such that

ozk 07
Proof. Without lose of generality, we may assume

w=v-1(0;5 + aiﬂwl + aiﬁ@l + O(|w[*))dw® A dw’

hi(p) =65 and 0
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6.2. Curvatures of Hermitian manifold. Sometimes we need to consider
Hermitian holomorphic vector bundles over a Hermitian manifold, so there
are two Hermitian metrics. In this case, in order to distinguish them, we
always say a Hermitian holomorphic vector bundle (E, h) over a Hermitian
manifold (X, g).

Definition 6.2.1 (curvatures of vector bundle). Let (E, h) be a Hermitian
holomorphic vector bundle on Hermitian manifold (X, ¢g). Then

(1) the first Chern-Ricci curvature of (E, h) is locally given by
Ric) (h) = v=1h*P0; 5dz' A dz’
(2) the second Chern-Ricci curvature of (E, h) is locally given by
Ric® (h) = v/ —1g’3®i3a560‘ e
(3) the Chern scalar curvature of (E, h) is locally given by
s=97h70 ;.5

Remark 6.2.1. For convenience, we always use the following notations.

(1) RicM(h) = /=Ttr, ©), and Ric®(h) = /~1tr, Oy, where O}, is the
Chern curvature of (E, h). ' '

(2) For a real (1, 1);form ¢ locally written as v/—1p;zdz" Adz?, trg ¢ denotes
the function g% ¢;5- In particular, the Chern scalar curvature is denoted
by try try, ©p, where Oy, is the Chern curvature of (E, h).

Definition 6.2.2 (curvatures of Hermitian manifold). Let (X, h) be a Her-
mitian manifold. Then

(1) the first (or second) Chern-Ricci curvature of (X, h) is defined to be
the first (or second) Chern-Ricci curvature of its holomorphic tangent
bundle.

(2) the Chern scalar curvature of (X, h) is defined to be the Chern scalar
curvature of its holomorphic tangent bundle.

Proposition 6.2.1. Let (E, h) be a Hermitian holomorphic vector bundle.
The first Chern-Ricci curvature of (E, h) gives the first Chern class of (E, h)
up to a scalar.

Proof. A direct computation shows
27 _ _ T 92 _
VLB Oha5 5o ah’fﬁ) _ Y19 losdethay)
2 021077 0zt 0z’ 27 021077
Thus the first Chern-Ricci curvature of (E, h) gives the Chern curvature of

(det E, det h) up a scalar 1/27, and by Definition 5.3.2 the first Chern class
of (E, h) is defined to be first Chern class of det E. O
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Definition 6.2.3 (holomorphic sectional curvature). Let (X,h) be a Her-

mitian manifold and v = v aazi € T, X be a unit vector. The holomorphic

sectional curvature in the direction v is defined as

HSC,(v) := @iykiviﬁjvkﬁl

Definition 6.2.4 (holomorphic bisectional curvature). Let (X, h) be a Her-
mitian manifold and v = v a‘zi,w = w' aii € T,X be unit vectors. The

holomorphic sectional curvature in the direction v, w is defined as

HBSC, (v, w) := @izkiviﬂjwk@l
6.3. Useful formulas of Hermitian geometry. In this section we collect
some useful formulas in Hermitian geometry. Unless otherwise specified, we
assume (X, h) is a Hermitian n-manifold with fundamental form w, and g is
the Riemannian metric on the underlying real manifold.
Proposition 6.3.1.
w" = (V=1)"n!det(hz)dz" Adz' A--- Ad2" A dZ"

Proof. Direct computation shows

W' = (V=1)"(hzdz" A dz7)"

= \V — n . -— . - i”(l) 7-]'7'(1) e lO‘(ﬂ) 7j7’(n)
( 1) ZS: hlau)h(n o ‘hla(mh(n)dz Adz A Ndz Ndz
<
= — n — |U| J— ‘T| . _ 3 _ 1 =1 . n =N
(V=1) ;( D=0, by sdst AdE A A D A dE
Teom
— —_1\" _1)lel _ _Aa.1 =1 n —n
= (V=1) ZS: ZS:( Dy by adet AdEE A A" A dz
oESn PESK

= (V=1)"nldet(h;)dz" Adz' A--- A d2" A dZ"

Corollary 6.3.1.

Wl = (\/?1)"_1(n—1)! Z h(p, q)dzil/\dfjl/\- —Adzit AdZInt

i1 < <ip 1,4 7P
J1<<Jdn—1-J174

where h(p, q) the cofactor of h without row p and column gq.
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Proof. Direct computation shows
W't = (V=1)"H(hzd2 AdZ )

o€Sy 1
TES, 1

= (v/=1)"! ) ) DlPlh,  —. . h, ——dz AdF A A deinet A dEine
Bp(1)d tp(n—1)Jn—1
1< <ip_1,|#p 0E€ESy_1
J1<<dp—1.9179 PESp_1

= (V=-1)""n-1) > h(p,q)dzt AdZ A -+ Adzin=t A dzont

1 <-r<dp 1,4 FP
J1<-<Jn—1,J0174

. —— .. h, : dzlem) A dZIr W) A - A d2len-1) A dZIr-D)
1o(1)J7(1) lo(n—1)J1(n—1)

Corollary 6.3.2.

w2 = (V=1)""%(n—2)! > h <’; g) A2t AdZT A - Adzin 2 AdE 2
1] < <igy i £D)S ’
R <o dita

where h <€ ’ g) the cofactor of h without rows p, s and columns ¢, t.

Proposition 6.3.2. w"/n! is the volume form of the underlying real mani-
fold with respect to g.

Proof. Direct computation shows

n @ ()l det(hz)dz" AdZh A- A dz" A dZ"

@ on det(hﬁ)da:1 Adyt Ao Ada™ Ady™

3

n!vol

where

(1) holds from Proposition 6.3.1.
(2) holds from Exercise 4.2.1.
(3) holds from Proposition 6.1.2.

Proposition 6.3.3.
(1) If ¢ is a real (1,1)-form, then

1
AW = Ztr, p-w”
n
(2) If pis a (1,0)-form, then

1
V=I1oABAW" L= Z|p]? "
n
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(3) If ¢ is a (0, 1)-form, then
1
V-I1pAGAW" = _EW‘Q ~w"

Proof. For (1). Suppose ¢ = \/—lapﬁdzi A dz’/. Then by Proposition 6.3.1
one has

1 -
—try - w" = (V=1)"(n — 1)IhY ¢z det hdz! AdZ' A - A d2™ AdZ?
n

and by Corollary 6.3.1 one has

pAW" = (VD) (n—Dlpgd AdZ A > h(p,q)d2 AdFA -

i) < <ip_1,4,#P
J1<<Jin—1.J174

A dzi=1 A dzint

=(V=D)"n=1! Y @u(—1)"h(p,q)dz' AdZ' A AdZ" AT

1<p,q<n
Note that by expansion of determinant one has

hipzdeth =hip=>"h=(—D)Fh(kj) = Y oz(-1)"n(, )
k=1 1<i,j<n

For (2). Suppose ¢ = ;dz*. Then
V=1p ANp = V—1pip;dz" A dZ
is a real (1, 1)-form, and it’s clear
tr, V=1 A = ||
then by (1) we obtain desired result, and (3) follows from (2) directly. O
Proposition 6.3.4.
(A2 Ao, B) = {a, hpgbp@
holds for «, 8 with appropriate bidegrees.

Proposition 6.3.5. Let (E, h) be a Hermitian holomorphic vector bundle
over a Hermitian manifold (X, g) and ¢ be a real (1,1)-form. Then

wn—2 5 5 wh
{e, <P}m = (|trw ¢l — |¢| )ﬁ

Proof. Suppose ¢ = \/—lcp%dzi AdZ ® eq. Then by Corollary 6.3.2 one has

LHS = (\/—1)”ap%apfzhagdzi/\éj/\dzl/\fk/\ Z g (i’ 3) dz" AdFT A

. . . )
11 <o <ip_2,i|#D,s

J1 < <Jdp—2,J1 74t

< Adz-2 AdZIn-2
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If we want to insert dz* A dz/ Adzt AdZF into S i <.ciy_g.iyrps A2 AT A
’ ) J1<<Jn—2,J1 7t
-+ Adz'n=2 A dzIn=2, there are the following four cases
i=pl=sj=qk=t
’L':p,l:S,j:t,kZ:q
/L:S7l:p7¢]ZQ7k:t
i=sl=pj=tk=q

So case by case one has

cpkldz AdZ A dZE A dZFE A > dz"' AdZ0 A - Adzin? A dEin?

11 <+ <ip_2,i|#D,s
J1 < <dp—2:J1 74t

— Z ((pg%gofg _ (pgchgg _ ‘P?a@tﬁﬁ + (p?t(pqﬁp)(_l)p-‘rﬁ-t-ﬁ—sdzl AdZLA - A de™ A dE?

1<p,q<n
1<s,t<n

On the other hand, direct computation shows

| tro ¢f* = ¢ @ﬁ,g”glkh 3

— lj
0% = 09" g h 5
and thus o o
RHS = (vV=1)"p% el h,5(g7 g™ — g%g'7) det g

Note that Laplacian’s theorem implies

(g7 g% — g g3} det g = (g7 g'* — gt* gl9) Z (9,79, — gsggpg)<_1)p+j+s+kg (

1<p,s<n
1<j,k<n
— (330L — 510, — 810L + 518 (~ )Ptk (f i)
This shows the RHS equals to the LHS. ([

6.4. Gauduchon metric.

Theorem 6.4.1 (Gauduchon metric). If X be a complex manifold, then
there exists a Hermitian metric w such that

Aot =0,
which is called Gauduchon metric.

Proof. See [GauT77]. O

Corollary 6.4.1. Let f: X — R be a smooth function on a compact com-

plex manifold X. If
V—=100f > 0,

then f is a constant.

b,J
s, k

)
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Proof. Let w be the Gauduchon metric on X. Then
0< / V=190f Aw™ ! = / V=1f ANdw" 1 =0
X X

which implies /=199 f = 0. Note that
(6.2) D0f% = 0(2f0f) =20f NOf +2f00f = 20f N Of
Then

oY /X V=108 A w!

@2/ V=19f NOf A"
X

(_3)% 2. n
22 [ Josre

(1) holds from w is a Gauduchon metric.
(2) holds from equation (6.2).
(3) holds from (2) of Proposition 6.3.3.

This shows df = 0, and this also shows df = 0 since f is real-valued, that
is f is a constant. O

where

Corollary 6.4.2. Let f: X — R be a smooth function on a compact com-
plex manifold X. If there exists a Hermitian metric w such that

V—1tr, 00f >0,
then f is a constant.

Proof. By (1) of Proposition 6.3.3 one has
/ V—1tr, 00f Aw" = / nV—190f Aw™ !
X X

The argument in above corollary still works. O

6.5. Second fundamental form. Let (£, ) be a Hermitian holomorphic
vector bundle over complex manifold X with rank r and S be a holomorphic
subbundle of E with rank s. Then there is an exact sequence of holomorphic
vector bundles

0=-S—>EFE—=>Q—0

where Q is the quotient bundle, which is isomorphic to S+ as complex vector
bundle.
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6.5.1. Second fundamental form of subbundle. Suppose V¥ is the Chern
connection on E and define V° := 7g o VZ, where ng: E — S is the
orthogonal projection.

(1) It’s clear V° is compatible with complex structure of S since V¥ is
Chern connection of E, and S is holomorphic subbundle of F.
(2) For sections s,t of S, one has
dh(s,t) = h(VFs,t) + h(s, VFt)

W h(rs o VEs, 1) + h(s, 15 0 VEY)

= h(V¥s,t) + h(s, Vo),

where (a) holds from 7g is orthogonal projection.

This shows that V¥ is the Chern connection of S with respect to Hermitian
metric induced by the one on F.

Definition 6.5.1 (second fundamental form). The second fundamental
form of the subbundle S of E is defined as

B=VF V5. C®(X,8) = C=(X,05" 2 Q).

Remark 6.5.1 (local form). For p € X, suppose {e4}1<a<r is @ holomorphic
local frame of E such that {e,}1<qa<s is a holomorphic local frame of S, and
for convenience we assume hz(p) = d,3. By formula of Chern connection,
for 1 < a < s, one has

Ly ,
VEealp) =Y 55 (p)dz @
B=1
S

h.3 ,
Voealp) = 55 (0)d=' ® 5
B=1

Then for 1 < a < s, one has

r

h = .
Bey(p) = Z (‘)Cj (p)dz' @ eg
B=s+1

Thus with respect to local frame we choose, one has

S T ha
Bp)=>_ Y 5 P (p)dzt @ e @ eg
a=1p=s+1
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then B* A B gives a section of Q;I ® S*® S. To be explicit, for 1 < a < s,
one has

* * - hox i
B* ABea(p) = B*( ) _ azj (p)dz' @ e)
”/*s—&—l
ow %3
= —Z Z ; dz /\dz]eg
B=1~v=s+1 0z ﬁ]

which implies

s " Ohgs Oh 5 .
B*AB(p)=- Y o a;f (p) pdz' A dF @ e® @ eg
a,B=1 | y=s+1

On the other hand, direct computation shows

s r Oh(f Oh - A '
POls(p) - *Op) = ) S ) pdtndF @ e e
a,f=1 | y=s+1
Thus
‘0 =*0|s+B*AB

where B* is conjugate transpose of B since eg = 5565

6.5.2. Second fundamental form of quotient bundle. Here we consider the
following exact sequence

0—-Q*—E*—=S"—=0
The second fundamental form C' of quotient bundle ) is defined as the
second fundamental form of subbundle Q*.
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7. KAHLER GEOMETRY
7.1. Kahler manifold.

Definition 7.1.1 (Kahler manifold). A Hermitian manifold (X, h) is called
a Kéhler manifold, if its fundamental form w is d-closed®.

Remark 7.1.1. Note that dw = 0 is equivalent to dw = 0, and is also equiv-
alent to dw = 0 since w is a real (1, 1)-form.

Remark 7.1.2 (local form). By Proposition 6.1.4 one has
w = V—=1hzdz' AdZ
So Kéhler condition dw can be computed explicitly as follows

dw = V—=1d(h;zdz" A dz7)

ohs . . . Ohg .
825 dz" Adz" AdE — afljdz’ A dzZE A dF)
z

= v—1(
=0
So locally Kéhler condition can be written as follows
Okh;z = Oihyg
Ophig = O5hig
holds for all ¢, 7, k.

Proposition 7.1.1. Let (X, h) be a Kahler manifold. Then the first Chern-
Ricci curvature coincides with the second Chern-Ricci curvature.

Proof. Note that
27 _ ,
_OhG ppa®lna Ot
0zk07 0zt 077
Thus if (X, h) is Kéhler, then

GEM =

ez'jkzi = G)kjﬁ = @iikj
As a consequence, one has
RicV (h) = vV=ThMO - d2" A dzl = V=110, -d2" A dz = Ric® ()
This completes the proof. O

Definition 7.1.2 (Ké&hler-Einstein metric). A Kéhler metric w is called a
Kahler-Einstein metric, if there exists A € R such that

Ric(w) = \w
Example 7.1.1. Any complex curve’ X is Kéhler since dw = 0 automati-
cally holds.

84 is called Kéhler form and h is called Kihler metric.

9n other words, a Riemann surface.
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Proposition 7.1.2. A submanifold of a Kéhler manifold is still Kéahler.

Proof. If (X,w) is a Kéhler manifold and Y is a submanifold, the restriction
of w to Y gives Kéhler form of Y. O

Proposition 7.1.3. Let (X,w) be a compact Kéhler n-manifold. Then
H?(X,R) #0 for 0 < k <n.

Proof. Note that d(w¥) = 0 holds for 0 < k < n since dw = 0, that is
[w*] € H*(X,R). By Proposition 6.3.2 one has w™ = n!vol, so the integral

pairing
/ wk/\w"k:n!/ vol #£ 0
X X

implies [w¥] # 0 for 0 < k < n. O

Theorem 7.1.1. Let (X,h) be a Kahler manifold. Then there exists a
holomorphic coordinate (z!,...,2") such that

hij(2) = 65 = ©,33(p) 27 + O(|2[*).
7.2. Levi-Civita connection encounters Chern connection. Let X be
a complex n-manifold and {z! = 2% 4+ /—1z'} be a local coordinate of X,
where 1 <i<nandn+1<I1I=i+n<2n. Then {xi,acf} gives a local
coordinate of underlying real manifold of X. Let g be a Riemannian metric
on Tg X which is compatible with natural almost complex structure J on
TrX with Levi-Civita connection V. Now consider C-linear extension of V

V: C®(X,TcX) = C®(X, Q% ¢ © TeX)
It’s clear V gives a connection on Tg X.

Notation 7.2.1. For A € {1,...,n,1,...,n}, we denote

7; s

A=E A -

' A=
Proposition 7.2.1. Let {32“ 8(;} be a local frame of Tc X. Then
2.4 028 4B 9.C 7 2 0zA 028 0zE 702

where A, B,C,E € {1,...,n,1,...,7}.
Proof. By proof of Koszul formula, it suffices to check

(1) V is compatible with gc.
(2) V is torsion-free, that is for X,Y € C°°(X,TcX), one has

VxY —VyX = [X,Y]

Above two claims can be checked easily by using the fact V is Levi-Civita
connection and the C-linearity of V. (|
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Corollary 7.2.1.

- 1 .5 Oh:
E _1k _ 21kl gt il
ij 1 2h ( ozt 077 )

ek = L2 Oty
ij o2 0zt o7

Ik =Tk =0
) 1]

Proof. Note that

hithEZhijzhij:O

O
Theorem 7.2.1. Let (X, h) be a Kéhler manifold with induced Riemannian
metric g on underlying real manifold, and suppose V is Levi-Civita connec-
tion with respect to g. Then Chern connection with respect to h can be
obtained from the restriction of C-linear extension of V to T10X.

Proof. Let V be the C-linear extension of V and { 821'} be a local frame of
T'9X. Then by definition one has

S 9 _ 1k q.i 9 k 1.1 9 k =i 9 k 350
V@ = Fijdz ® @ + I‘,-jdz ® ﬁ + ngdz & @ + ngdz ® ﬁ
By Corollary 7.2.1 one has Figj = 0 automatically, and if Kéhler condition
holds, then

Tk — 8hﬂ
K 07"
k=14 =0
i %
Thus V|p0x gives a connection on 719X, and by formula of Chern con-
nection, it’s exactly the Chern connection with respect to h. U

7.3. Curvatures of Kdhler metric. In this section, let (X, k) be a Kdhler
manifold with induced Riemannian metric g on underlying real manifold,
and suppose {z! = 2 +/—1x'} is a local coordinate of X, where 1 <i <n
andn+1<7I=1i+n<2n.
Notation 7.3.1.
(1)
0 0 0 o

Ozt 9z’ dxk’ Ozt

o o0 o0 0
Riiwr = R(—  —— —

KL (833“ OxJ’ OzK’ 8:UL)

Rijr =

where R is curvature tensor of Levi-Civita connection V with respect to
g.

(2)
o 9 0 9

O = g gz o4 57
where © is Chern curvature with respect to h.

)
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7.3.1. Ricci curvature and scalar curvature.

Lemma 7.3.1.
Riji = Rijrr
Rijxki = —Rijir
Proof. 1t follows from Kéahler condition. O
Corollary 7.3.1.
R;j = Ry,
Ry =R;i=—Rj; = —Ry;
Proof. 1t follows from Proposition 6.1.1 and Lemma 7.3.1. U

Theorem 7.3.1.
1
O-= §(R1] + vV _lRiJ)

ij
where @ij is given by Ric(h) = \/—1@i3dzi A dZ7, while R;; and R;; are

Riemannian Ricci curvatures.

Proof. Suppose {%, %} is an orthonormal frame of real tangent bundle

with respect to ¢, and thus {u; := %(a‘zi — \/—1%)} gives an orthonormal

frame of holomorphic tangent bundle with respect to h. Then

g 0
O; = ; (R(é)zl 55 uk,uk))

(9 — 0 _
_Z axz Uk,Uk)—|— R(a 70 8 J,Uk,Uk)

part I part 11

For part I, one has

o 0 1 o 0 0 0 0 0
el AN AR
%:R(ax’ 7 o k) = Ek: > o0 027 Bt 92k gk TVl geR)
V=1
= Z 5 (Rijux — Rijkr)
%
= Z V—1R;jrK
%
= Z V—=1U—Rpijx — Rjrik)
%
=Y V=1(Ryisk + Riisi)
A

=vV-1R;y
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Here we used Lemma 7.3.1 and first Bianchi identity. Similarly for part 11
one has

0 0 v—-1 0 0 0 0 0 0
VIR, L) =S Yor L, 2 Y
zk: R(&E” PEVARE k) zk: 2 R((‘?x” oz’’’ Oz 0z K’ Ok + 8xK)
= —Rink
k
= (Rrisx + Rykix)
k
= Z(Rkijk + Rkijk)
k
= Ry;
This shows the desired result. O

Corollary 7.3.2. Let (X, h) be a Kdhler manifold with induced Riemannian
metric g on underlying real manifold. Then

(1) h has positive Chern-Ricci curvature if and only if g has positive Ricci
curvature.

(2) h is Kéahler-Einstein with Einstein constant A if and only if ¢ is an
Einstein metric with Einstein constant .

Corollary 7.3.3. Let (X, h) be a Kdhler manifold with induced Riemannian
metric g on underlying real manifold. Let sp be the Riemannian scalar
curvature and s is the Chern scalar curvature. Then s = 2s.

Proof. On one hand, direct computation shows
s = hﬁ@ﬁ
=2(¢" — V-1g")- %(sz +V=1R;;)
=g7Rij + g" Riy
On the other hand,
sr =g Rij + g"' Riy + g Rij + g"' Ry
O 29" Rij + 29" Ri
= 2s
where (1) holds from Proposition 6.1.1 and Corollary 7.3.1. O

7.3.2. Holomorphic sectional curvature and holomorphic bisectional curva-

ture. Recall that for a Hermitian manifold (X,h) and unit vectors v =
v azi ,w = w" a(zi € T, X, the holomorphic sectional curvature is defined by

HSC,(v) = @ﬁkivi@jvk@l
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and the holomorphic bisectional curvature is defined by
HBSC,(v,w) = @gkivi@jwk@l

Now suppose (X, h) is a Kéahler manifold, we will see the holomorphic sec-
tional curvature and holomorphic bisectional curvature are closely related
to the Riemannian sectional curvature.

Suppose unit vectors v, w € 1, X are given by

1
v = ﬁ(a: —V—1Jx)
W=y~ V=1Jy)

V2

where x, y are real vectors with g(z,x) = ¢g(y,y) = 1. Then the holomorphic
bisectional curvature is computed by

R(v,7,w,w) = %R(w —V=1Jz,z +v—-1Jz,w, W)

=+V—1R(z, Jx,w, W)
= —R(ﬁ, J$, Y, Jy)
= R(z,y,y,z) + R(z, Jy, Jy,z)

In particular, the holomorphic sectional curvature of v is exactly the sec-
tional curvature of the plane spanned by x and Jx.

Note that the holomorphic bisectional curvature is a sum of two sectional
curvatures. Hence the holomorphic bisectional curvature carries less infor-
mation than the sectional curvature. On the other hand, the holomorphic
bisectional curvature carries more information that the Ricci curvature, since
for real vector x, one has

- 0 0 0 0
Ric,y(z) = R(—,z,z2, — )+ R(J(=—),z,z, J(=—
p0) = 3 (Rl ) + AU ). )
As a consequence, positive sectional curvature implies positive holomorphic
bisectional curvature, and positive holomorphic bisectional curvature implies
positive Ricci curvature.

Definition 7.3.1 (constant holomorphic sectional curvature). Let (X, h)
be a Kdhler manifold. (X, h) has constant holomorphic sectional curvature
cif

HSC,(v) = ¢
for all unit vector v € T, X.

Remark 7.3.1. In other words, the sectional curvature of all J-invariant
planes equal to ¢, that it, R(z, Jz, Jx,x) = ¢ for all unit real vector z.

The definition given above is the the most natural way to define constant
holomorphic sectional curvature, and now let’s try to give another descrip-
tions which is easy to use.
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Proposition 7.3.1. Let (X, h) be a Kéhler manifold with constant holo-
morphic sectional curvature c¢. Then R = cRy, where

1
Ro(X,Y, 2,W) = - {g(X,W)g(Y, Z) — g(Y,W)g(X, Z) — g(X, JZ)g(Y, IW)
+9(X, JW)g(Y, JZ) = 29(X, JY)g(Z, JW)}
Proof. See Proposition 7.3 of Chapter IX in [KNG9]. O

Proposition 7.3.2. Let (X, h) be a Kdhler manifold. It has constant holo-
morphic sectional curvature c if and only if

c
O = 5 (highyg + highyg)
Proof. A direct computation shows
o 0 0 0
O =55 577 ok ot
o 0 o0 0
=cRo(g g7 528 o
c 0 0 o 0 o 0 o 0 0 0 0 0
_4{g(azi’M)Q(M’M)_g(azj’M)Q(W’M)_Q(M’Jw)g(afj"]&zl)
0 0 0 0 5 0 0 0 8)}

)

P9 g9 gz T ) 29 g T gar T o
C

:Z(hﬂhkj + hiihkj + 2hi§hki)
C

=5 (highg + hizhyg)

On the other hand, it’s clear (X, h) has constant holomorphic sectional cur-
vature c if Gﬁki = %(hz‘jhkj + hiihkj)- -

Remark 7.3.2.

(1) Above formula differs a sign from the one given in Proposition 7.6 of
Chapter IX in [KNG69], since the curvature notation we defined here
differs a sign from the one defined by Kobayashi.

(2) In [Tia00], he called this by constant holomorphic bisectional curvature,
and it maybe a bit confusing for beginners. If (X, h) has constant holo-
morphic sectional curvature, in this case you have that the bisectional
curvature of X,Y equals

R(X,JX,JY,Y) = g (1+g(X,Y)? + g(X,JY))

As you can see, this expression is not constant (as you vary X,Y among
unit vectors), but it varies between ¢/2 and ¢ according to the relative
position of the 2-planes spanned by (X, JX) and (Y, JY). In particu-
lar you see that there is no such thing as a non-flat “Kéhler manifold
with constant holomorphic bisectional curvature”, because if there was
such a thing, in particular the holomorphic sectional curvature would
be constant, but then the curvature tensor would be given by the above
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formula, and the bisectional curvature would actually be NOT constant
unless ¢ = 0, that is, all the curvatures are constant because the metric
is flat.

7.4. Fubini-Study metric.

Proposition 7.4.1 (Fubini-Study metric). Let CP" = | J!"_, U; be the canon-
ical open covering, that is U; = {(2° : --- : 2?) | 2 # 0}. Then there is a
Kéhler metric wpg on CP", called Fubini-Study metric, such that
/1 _ n_ 112
wrs|u, = ——00 log M
’ 2 Ed

Proof. Note that wpg|y, can be written as

V=1 _ n
wrs|u, = T@@log(z !> +1)
=1

where w! = 2!/z%. The following steps show that {wrs|y,}, gives a real
(1,1)-form which is closed.

(1) It’s globally defined since direct computation shows
ZZ:O ‘Zl|2) —lo (|Z]|2 ZZ:O ‘Zl‘2))

B WENET
s 2o 2
) )

EZ:O |Zl’2

292

log(

= log(

)

where the last equality holds since [27]?/|z
holomorphic function.

(2) Tt’s real since 90 = 99 = —0.

(3) It’s O-closed since each wrg|y, is O-closed.

= log(

‘|2 is a nowhere vanishing

It remains to show w is positive. A direct computation yields

_ n 1 . .
90log(1+ ) |uw')?) = - hdw’ A dw?
; (14305 [wh?)2 Y

where bz = (1+37)", [w!|?)8;; —wiw’. Now it suffices to show h5 is positive
definite, for u # 0, one has

Corollary 7.4.1. Any projective manifold is Kéhler.
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Proof. By Proposition 7.1.2, the submanifold of Kéhler manifold is still K&h-
ler. [l

Proposition 7.4.2. Ocpr (1) is a positive holomorphic line bundle.

Proof. Note that line bundle Og¢pr(1) can be given transition functions
{U;, gij}, where {U;} is canonical open covering and g;; = 27 /z*. Consider
hi: U; — Ryq given by

&

2o 12
Then h; can be glued together to obtain a Hermitian metric on Ocpn(1)
since h; = hj|gij|*. And it’s clear to see Hermitian metric corresponding to
curvature of Chern connection with respect to this metric is Fubini-Study
metric. (|

Remark 7.4.1. Note that Ogpn(—1) is a subbundle of CP™ x C"*1| s0 we can
obtain a natural Hermitian metric of Ocpr(—1) by restricting standard Her-
mitian metric of CP" x C"*!, and Hermitian metric on Ocpn (1) we defined
before is exactly the dual metric of this natural metric.

hi

Theorem 7.4.1. The Fubini-Study metric wpg on CP" is a Kéhler-Einstein
metric with Einstein constant n 4+ 1 and has constant holomorphic sectional
curvature.

Remark 7.4.2.

(1) In our definition (or the one given by Kobayashi in [KN69]), Fubini-
Study metric has constant holomorphic sectional curvature 2, and in
the definition given by Gang Tian in [Tia00], Fubini-Study metric has
constant holomorphic sectional curvature 1, but it doesn’t matter since
up to a rescaling they’re all the same.

(2) There are other models that have constant holomorphic sectional cur-
vature, such as

Ezample 7.4.1. Let X = C" equipped with w = v/—1/2dz* A dz'. Then
(X,w) is flat, and thus has constant holomorphic sectional curvature 0.
Example 7.4.2. Let X =B" = {z € C" : |z| < 1} equipped with
VA
2
Then (X,w) has constant holomorphic sectional curvature —2.

w d0log(1 — |z|*)

Also, there is a theorem parallel to the Hopf’s theorem in Riemannian
geometry.

Theorem 7.4.2 (uniformizaiton theorem). If (X, h) is a complete Kéhler
manifold of constant holomorphic sectional curvature, then its universal
covering is one of above examples. Moverover, up to rescaling, h pulls
back to one of the metrics in the above examples.
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Part 3. Hodge theory
8. HODGE THEOREM

8.1. Hodge star and adjoint operators. Let (X,w) be a compact Her-
mitian manifold. A (p,¢)-form a can be locally written as

1 . . . .
o= a; ;= Zdz" A AdZP ANDE A AdZ
p| X q| 1. P]l"'.]q

Then for o, f € C*(X,Q%?), the local inner product is defined as
(a, B) L ik pikophdy | pladaq,

= p! % q! 21...ip31A..jqﬁkl...kpzl..jq
which is a smooth function on X.

Definition 8.1.1 (inner product on (p, q)-form). An inner product on the
space of (p, q)-form is defined as

(@5) = [ (a.p)
X
where o, € C°(X,0%7). This also gives an inner product on Q?{,(c =
@p-ﬁ-q:k Qgéq‘

Holding the inner product (-,-), the formal adjoint operator of d is defined
as an operator

wn

n!

d*: C=(X, Q% ¢) = C™(X, Q5 0)
satisfying (o, dB) = (d*«, B) for «, 8 with appropriate degrees, similarly one

can define * and 8 . In order to construct these adjoint operators, we need
to introduce the well-known Hodge star operator.

Definition 8.1.2 (Hodge star operator). There exists an operator
*: CF(X, 087 — C™(X, Q% ©"7P)
such that
(a,B) = / a Axf
X

Remark 8.1.1. Tt’s well-defined since 3 is a (q,p)-form, and thus 3 is a
(n — p,n — q)-form.

Lemma 8.1.1.

(1) x1 =w"/n!

(2) o =" (n = 1)1

(3) %0 = 7

(4) *x = (—1)P*7 on C(X, QRY)
(5) (R, x) = (,7))

Proposition 8.1.1. d* = — xdx
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Proof. For arbitrary a € C°(X, Qg’;fé) and 8 € C™(X, Q",’:é“), then
(da, B) = / da A xS
X
= / d(a AxB) = (=1)PTa And B
X
= (—1)ptatt / aNdxf
X

) (_1)p+q+1(_1)2n(p+q+1)+1/ aAxxdx*f
X

—
~

= —(a,xd x )
where (1) holds from (4) of Lemma 8.1.1. O
Proposition 8.1.2.
0 = — % O
9 = — % O*
Proof. Direct computation. [l

Definition 8.1.3 (Lefschetz operator). Let (X,w) be a compact Kéhler
manifold. The Lefschetz operator is defined as

L: C®(X, 05 — C>(X, Q5
a—wAa

Lemma 8.1.2. A := L* = (—1)P"%x Lx on (p, q)-forms.

Proof. For a € C™(X,0%"),8 € C>(X, Q§(+1’q+1), direct computation
shows

(La, B) = /XLoz/\*ﬂ

:/ wAaA*xf
X
()/ aAwA*S

@ / 1P % xw A %f3
1)p+q * L x[3)

where

(1) holds from w is a 2-form.
(2) holds from (4) of Lemma 8.1.1.



68
8.1.1. Useful formulas of adjoint operators.

Proposition 8.1.3. Let (X, k) be a compact Kéhler manifold. Then locally

0=dz' AV; 0=dz' A V;
O = —hY,; 0 V= —hijVj o 9 = —hijbjo V,=—hiiV, o =

Proof. Here we only give the proof of the case 9 and 0%, the proof for the
other two cases are same. It suffices to check pointwisely, and at each point
we may also choose normal coordinate in Theorem 7.1.1. For (p, ¢)-form «,
locally written as a = « dez‘] A dzE. Then

oo = .
Oa = ()éi‘J.Kdz:Z Adz? A dzE
0zt

and
dz' A Via = dz' A Vi(a pde’ AdzZF)
o
=dz' A %dz‘] ANdZE + a7 Vi(d2! AdZF)
(1) Oay

=) ZUIK 450 A de? A dEE
0z

where (1) holds from our choice of normal coordinate. To see formula of 9%,
take arbitrary forms «, § with appropriate bidegrees, then

(0, B) = (d2" A Viav, B)

—~
Nl

= (viaa hpgbpﬁ)

= —(a, h”"Vjopp)

—
=

where

(2) holds from Proposition 6.3.4.
(3) holds from Stokes’ theorem and the fact Chern connection is compatible
with metric.

This shows
0 = —hiiv, 04, Y i, 0,
where (4) holds from ¢; 0 V; =V 0. O

Proposition 8.1.4. Let (X,w) be a compact Kéhler manifold. Then locally

A=+vV=1hY,;0 ;= —\/—1hi3L3 ol
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Proof. For arbitrary forms «, 8 with appropriate bidegrees, direct computa-
tion shows

(wAa,B) = (V=Thzdz' AdZ' A a, )
) (V=Thgdz" A o, b0, 3)
@ (V=Thga, W hig 0 1,8)
D (a, —V=Th P Wi 0 1, 3)
= (a, —\/—7111%5 o 1pf)

where
(1) and (2) hold from Proposition 6.3.4.
(3) holds from h,; is Hermitian, that is h; = h.
This shows
A= —\/jlhﬁL]f ol @ \/jlhijLi oz

where (4) holds from ¢; 0 17 = —5 045 O

8.2. Hodge theorem.

Definition 8.2.1 (Laplacian). Laplacian A, is an operator defined by A, :=
e e* | o o, where o can be d, 0 and 0.

Definition 8.2.2 (harmonic). A form « is called A,-harmonic if Aqax = 0,
where e can be d, 9 and 0.

Notation 8.2.1. H* denotes the space of Ag-harmonic k-forms, and HP?
denotes the space of Ag-harmonic forms of type (p, q).

Lemma 8.2.1. « is A,-harmonic if and only if ea = 0,e*a = 0, where
can be d, 0 and 0.
Proof. Direct computation shows
(o, Aqa) = (o, dd* @) + (o, d*de)
= [|d"a* + [|da|®
This shows « is Ag-harmonic if and only if doe = d*a = 0, the other cases

are same. O

Theorem 8.2.1 (Hodge theorem). Let (X, h) be a compact Hermitian n-
manifold. Then

(1) HP4 is finite dimensional.
(2) There is a decomposition C*(X, Q%) = HPI®A5(C (X, Q%7)), which
is orthogonal with respect to inner products in Definition 8.1.1.

Corollary 8.2.1. There is the following orthonormal decomposition

C®(X, 0%9) = HP9 @ d(C(X, 089 @ 8" (C™ (X, QT
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Corollary 8.2.2.
kerd = HP9 © 9" (C(X, Q%17 1)
kerd = HPI @ 9(C(X, Q%)

Corollary 8.2.3. The natural map HP¢ — HP9(X) is an isomorphism. In
particular, H?9(X) is finite dimensional.

In order to give the following isomorphism
%1 HPA _y n—am—p
Parallel to the real case'’, it suffices to have
x0 Az = Agzox
But something bad happens since we only have 9 = —x O*, and direct
computation only yields Azox = x0Ay. So it fails generally since Az # Ay.
There are two ways to deal with this gap. The first way is that we will see

later if X is compact Kéhler manifold, then Ay = Ay, that is Theorem
9.1.1. Then

Corollary 8.2.4. If (X, w) is a compact Kéhler n-manifold, then x: HP9 —
H*~P"7P is an isomorphism.

Another way is to consider
x: C%(X, 087 — C=(X, Q5 P79
> xQ
then direct computation shows
*0Az=Az0%

Corollary 8.2.5. If (X, h) is a compact Hermitian manifold, then x: HP¢ —
H™ P4 is an isomorphism.

Corollary 8.2.6. HP9(X) >~ H" P 9(X).

Remark 8.2.1. This is a special case of Serre duality.

105¢e Hodge theory in [Liu23).
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9. HODGE DECOMPOSITION
9.1. Kahler identities.

Definition 9.1.1 (commutor of differential operators). Let A, B be two
differential operators. The commutor of A, B is defined as

[A, B] := AB — (—1)deeddee Bpy
Lemma 9.1.1 (Jacobi identity). Let A, B, C be differential operators. Then
(~1) B ALECA[B, OfJ+(~1) B P AB, [C, Al +(~1) 454 FIC, [A, B]]

Remark 9.1.1. In our case, the degree of d,d*,d,0*,0, 8" is one, and the
degree of L and A is zero11

Proposition 9.1.1 (Kéhler identities). If (X,w) is a compact Kéhler man-

ifold, then

| =+v-10
]=—V/-1-0
4,] = —v~Tor
A0 =+v-1-9
Proof. By taking conjugates and adjoints, it suffices to prove the first iden-
tity, which is a first order identity of differential equation. But by Theorem
7.1.1, locally we have hz = ;7 + O(|€%|). Thus it suffices to check Kihler
identity for the case U C C" equipped with standard Hermitian metric.

Suppose (p, q)-form « is locally given by a = aygdz? A dzE, then by
Proposition 8.1.3 one has & o = — Dot 2 8 £&. Thus

ok
)

0%,

h

h

h

)

@ Lla=8 (wAa)—wAd
——ZL 0 (WA a) +OJ/\ZL Ja
- l 2 02 81825
@ _ ga
= Z ( 31 +WAZ alazl

da da
:—{Z(L o w) A al+ou/\L o 6zl}+ZwALaBZ8zl

HUyou can try to understand this thing in a following way: operators d,d*,d, 9", 0, "
take derivatives, but L and A are linear operators.

=0
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where

(1) holds from w is a closed (1, 1)-form.
(2) holds from Proposition 6.1.4, that is w = /=151 | d2* A dz".

Theorem 9.1.1. Let (X,w) be a compact Kéhler manifold. Then
Ag =20y =205
Proof. Since
Ag=(0+N@ +d)+(0"+8)(0+9)
By the fourth Kéhler identity, one has
(1) The first term can be computed as
(04 0)(0"+8) = (84 0)(0" — V—1Ad + vV—19A)
= 90" — V—=10A0 + 00* — /—1-0AD + v/—1 - DOA
(2) The second term can be computed as
(0" +9) (D4 0) = (0" —V—1Ad + V—19A)(0 + 9)
= 0*0 +V—10A0 + 0*0 — /1A + v/—10A0
By the third Kéhler identity, one has
0" = V=I[A, 3] = V=TAD — V=T9A
then
90" = 3(v—TAD — V=1-9A) = V=1 -9AD
"0 = (V—1AJ — V/—1-0N)0 = —/—1- A = —dO*
Now we have
Ag =Ny —vV/—1-0A0 — V/—1ADD + vV —100A + V/—19A0

= Ay + V—1(ADD — OAD) + V/—1(OAD — DOA)

= Ay +V—1[A, 9]0 + vV—10[A, 0]

=Ap+ 00+ 00"

=2Ap

O

Corollary 9.1.1. On a compact Kéhler manifold, Ag-harmonic is equiva-
lent to Ag-harmonic, and is equivalent to Az-harmonic.

Corollary 9.1.2. Let (X,w) be a Kahler manifold and « be a (p, ¢)-form.
Then Aga is still a (p, ¢)-form.

Proof. 1It’s clear to see Apa is still a (p, g)-form. O
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Exercise 9.1.1. Show that for compact Kéhler manifold we have
[Aq, L] =0
[L,A] = (k—n)id on C®(X,0%¢)
Proof. For the first equation, we have Aq = 2A5 = 2(00* 4+ 0*0). Thus
[Ag, L] = 2([00%, L] + [0*0, L]) = 2(9[0*, L] + [0*, L]0)
The last equality holds by the fact that L commutes with 0 since w is 0-

closed. Now we use the identity [0*, L] = —/—1 -9, which anticommutes
with 0 to conclude.

For the second equation, without lose of generality it suffices to check on
U C C" equipped with standard Hermitian metric since we are considering
operators of order zero. Suppose ¢ = ¢rydzdz” is a k-form with type (p, q).

A direct computation shows

LAQO =L (\/ -1 Z @rJjti © [,Zf(dZI VAN dZJ)>

i=1

=L (\/—1 Z(—l)pgpIJLidzI A LidZJ>
i=1

=(v/—1)? Z (=1%o ;d2? A yde! A dFzdz”
ij=1

AL =A | V=1 (=1)Pprsde? Adz" AdZ A dz’
j=1
:(\/ —1)2 Z (—1)p(p[JLi o Lg(dzj A dZI AdZT A dEJ)
ij=1
=(v/—1)? Z (—1)*P*or e (27 A de! A (dz A dz))

4,j=1

=(v/—-1)? Z (=1)2PTor g0 [ d2d Ad2! A (cgd?] —dz? A zdz)

1,j=1

A
n

=(v/—1)? Z (—1)2p+1cpu(5fdzl ANA—d2 Ayde! A A)
ij=1
Then

LAp — ALy = (V=121 (dzf Adz” = dz! AdF A de? - ded A gde! A dzf)
j=1
= (k—n)p



74

9.2. Hodge decomposition.

Theorem 9.2.1. Let (X, i) be a compact Kéhler manifold, « =37, o9
Then « is harmonic if and only if a9 is harmonic, that is

HepC= G HPe
pt+q=k
with HPd = HIP.
Proof. 1t follows from Ay preserves bidegree. O

Theorem 9.2.2 (Hodge decomposition). Let (X, h) be a compact Kahler
manifold. Then

H*(X,C)= @ HP(X)
p+q=k

with HP4(X) = HP(X).

Proof. Tt follows from there are natural isomorphisms H*(X,C) =2 H* ® C
and HP9(X) = HP4. O

Corollary 9.2.1. Let (X, h) be a compact Kéhler manifold. Then

bp= Y hP?

pt+q=k
with h?? = h9P where by, = dim H*(X,C) and k9 = dim HP4(X).
Corollary 9.2.2. b, is even when k is odd.
Corollary 9.2.3. by # 0 when k is even.
Proof. h*F £ 0 since 0 # w* € HMF(X). O

There are many relations between hPY, and we can draw a picture as
follows, called Hodge diamond since it has the same symmetry as a diamond.

h0,0 b()
BL0 K01 by
2.0 jAn! h02 b2
Hodge | o 2 o hon bn
Serre
hn,n72 h”*l-,"’l hn72,n ban—2
hn,n—l h"*l," bznfl
Rrn b2n,

had
conjugation
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Example 9.2.1.

C 0<p=¢q<n
0 otherwise

HP9(CP") = {

Proof. It’s known to all that the singular cohomology of CP" with complex
coefficient is

H*(CP", C) = C k %s even

0 kisodd
Thus it’s clear to compute Dolbeault cohomology of CPP"™ using the symmetry
of Hodge diamond. U

9.3. Bott-Chern cohomology. In the proof Hodge decomposition, we
used the Kéhler metric. A natural question is to consider (in)denpendence
of the Kéhler metric. In this section we will show our decomposition is in-
dependent of the choice of K&hler metric, by using Bott-Chern cohomology.

Definition 9.3.1 (Bott-Chern cohomology). Let X be a complex manifold.
The Bott-Chern cohomology is defined as
75 = {a e (X, Q%) | da = 0}

HPA(X) —
be(X) DOC> (X, Qb 1)

Remark 9.3.1. There is a natural map
Z84(X) — HPM(X,C)
which descends to
HEA(X) — HPT1(X,C)
since 008 = dOB. On the other hand, there is also a natural map
Z8A(X) — HP(X)
which descends to
HEA(X) — HP(X)
since 93 = —00f. So if we can prove there are isomorphisms between
HEA(X) = HP(X)
P HEL(X) = HF(X,C)
pt+q=k

then Hodge decomposition is canonical, that is independent of choice of
Kéhler metric since Bott-Chern cohomology is independent of the choice of
Kéhler metric.

Lemma 9.3.1 (90-lemma). Let (X,w) be a compact Kéhler manifold and
a be a d-closed (p,q)-form. If a is 0-exact or J-exact, then there exists a
(p —1,q — 1)-form such that

a =00
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Proof. Suppose « is d-exact. Then a = dv for some (p,q — 1)-form , and
Hodge’s theorem implies v has decomposition
y=a+ 0b+ dc

where a is Ag-harmonic, and b, ¢ are forms with appropriate degrees. Direct
computation shows

a = 0y = da + 9Ob + 0d*c

= —00b+ 00*c

= —90b — 0*0c
Now it suffices to show —0*0c = 0. A trick here is to note that

0=0a=-00"0c = 0*0c €kerdNimd* =0 = 0*9c =0

So we have

a = 00(-b)
as desired. O

Corollary 9.3.1. Let (X,w) be a compact Kéhler manifold. Then
(1) HRE(X) — HP(X) is an isomorphism.
(2) B, HEE(X) = HF(X,C) is an isomorphism.

Proof. Here we only prove the first isomorphism. From Remark 9.3.1, there
is a canonical map HLA(X) — HP?(X), and if we choose a Kéhler metric,
we have HP9(X) = HP4 we will show our canonical map is both surjective
and injective via this chosen metric.

(1) To see surjectivity: For element in HP9(X) we choose a Agz-harmonic
representative. Since Ag-harmonic is equivalent to Ag-harmonic, so this
representative is also d-closed.

(2) To see injectivity: Suppose we have [a] € HEZ(X) such that o is triv-
ial in HP9(X), that is 0-exact. Then Lemma 9.3.1, that is 9d-lemma
implies it’s trivial in Bott-Chern cohomology.

O

Corollary 9.3.2. A Hermitian metric w is Kéahler if and only if it can be

written locally as B
w=+vV-100f
where f is a real-valued smooth function.

Proof. It’s clear if w is locally written as v/—190f, then it gives a Kéhler
metric. Conversely, a Kihler metric w is an element in H%!'(X), and we
have already shown that H!(X) = Hé’é(X ), and Dolbeault lemma implies
Dolbeault cohomology vanishes on open subset which is sufficiently small,
this completes the proof. [l
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10. SERRE DUALITY

10.1. Operators on bundle valued forms. Let(E,h) be a Hermitian
holomorphic vector bundle on Hermitian n-manifold (X, g), what we have
done can be generalized to bundle valued forms. More explicitly, for ¢, €
C=(X, 07 @ E), locally written as ¢ = ¢%eq, 1) = @0565, then local inner
product is given by

<307 1/]> = haE<Q0a7 1/}5>7
where (p®, %) is induced by the Hermitian metric g.
(1) The inner product on C*(X, 08! ® E) is given by

n

w
(‘Paw) = / <907¢>7|7
X n:
where ¢, ¢ € C®(X, 0% ® E).
(2) The Hodge star operator is the operator
*xg: CF(X, Q@ FE) - C(X,Qy """ @ F)
such that
(0,9) = /XsM*Ew,
where ¢, € C®(X, 087 @ E).

Let V be the Chern connection of (E,h). By definition one has V%! = 9,
and if we set V10 = 9, then

On =V?
= 02 + 0p0p + Opdp + 0y
= [0k, O]
Exercise 10.1.1. Give formulas of 97, and E*E in terms of Hodge star xg.
Proof. ([l

Exercise 10.1.2. Give formulas of Laplacians Ay, AEE in terms of Hodge
star xp.

Proof. O
Then there is also a Hodge decomposition given by
C®(X, 050 @ F) = HP4(X, E) @ im 0 @ im J,
and
HPU(X, E) = HP1
Lefschetz operator is defined as follows
L: C®(X,0P1® E) —» C®(X, Pt o )
a—wAo



78

and A is the formal adjoint of L. If (X,w) is also a Kéhler n-manifold, then
there are also Kahler identities

[0, L] = V-10g
(05, L] = —V—1-9g
[A,0p] = —V—-185
(A, 0p] = V-1 9%,

and
[L,A] = (p+q—n)id
holds on E-valued (p, g)-forms.

10.2. Serre duality.

Theorem 10.2.1 (Serre duality). Let X be a compact complex n-manifold
and E be a holomorphic vector bundle. Then there exists a non-degenerate
C-linear pairing

HPU(X,E) x H'" P 4(X, E*) —

r—)/ aNp
In particular, we have
HPY(X,E)=H"P" 49X E*)"
Sketch of the proof. Let h be a Hermitian metric on E. Firstly prove that
AEE O%p = %g O AEE'
This give an isomorphism
¥t HPUX, E) — H" P U(X, E*).

On the other hand, the Hodge theorem shows that

HPUX,E) = HP(X, E).

For any o € HP4(X,E) and 8 € H" P"4(X, E*), there exists some v €
HP(X, F) such that § = *g7y, and thus

/Xa/\BZ/XaA*m=<Ow>

is non-degenerate. O

Corollary 10.2.1. Let X be a compact complex n-manifold and F be a
holomorphic vector bundle. Then

HP9(X) = H" P"9(X)*,

Proof. Consider F = Ox in Serre duality, and then desired result holds from
the fact O% = Ox. O

Remark 10.2.1. This recovers Corollary 8.2.6.
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Corollary 10.2.2. Let X be a compact complex n-manifold and F be a
holomorphic vector bundle. Then

HYX,E)=H"9X,Kx ® E*)"
Proof. Set p =0 in Serre duality one has
HY(X,E) = H"" (X, E*)*

which gives desired result. O
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11. LEFSCHETZ DECOMPOSITION
11.1. Lefschetz decomposition.
Proposition 11.1.1. Let (X, w) be a Kihler n-manifold. Then L™ *: C*°(X, Q’}CR) —
C>*(X, Q%?H_gk) is an isomorphism for k& < n.

Proof. In fact, we will prove that L" are injective for all 1 < r < n — k.
As a consequence, L™ ¥ is an isomorphism since Q])C(,R has the same rank as

Q%}Ek . In Exercise 9.1.1 we have shown that
[L,Ala = (k —n)a, VaeC¥X, Q])C(’R).

Then
[L",A] = L"A — AL"

=LL" A - ALY+ LAL — AL

= LIL" YAl + [L,AJL7 1.
By induction it’s easy to show the following identity

[L",Ala= (r(k —n) +r(r— 1))Lr_1a, Va € C(X, Q])C(’R).

For a € C*°(X, Q’§(7R), if L'a=0,r <n—k, then

L"Aa = [L", A«

=(r(k—n)+r(r—1)L" ta.

In other words, we have
(11.1) L' Y LAa — (r(k —n) +r(r —1))a) = 0.

Now let’s prove L" is injective by induction on 7: It’s clear L is injective,
and suppose L" ! is injective. Then by (11.1) one has

LAa = (r(k—n)+r(r—1))a.

If we denote 8 = Aa, and apply L" to both side of above equation, then we
have

LB =(r(k—n)+r(r—1)L'a=0,

where 8 € C*(X, Qﬁ(_ﬂ%). It’s clear 8 = 0 if B is a smooth function. Then
by induction on k, we have g = 0, and thus o = 0. U

Definition 11.1.1 (primitive form). Let (X, w) be a Kéhler n-manifold. A
k-form « is called primitive if L" " **1a = 0.

Exercise 11.1.1. A k-form « is primitive if and only if Ao = 0.

Proof. For an n-form «, « is primitive if and only if La = 0. On the other
hand, the Exercise 9.1.1 implies that

[L,A] = (k—n)id, on C™(X,Q%p).
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This shows if n = k, then L and A commutes. Thus we have « is primitive
if and only if Ao = 0, since
Ao=0«<— LAa=0<= ALa=0<= La=0

and the first and last equality we use the fact that L is injective on Q’}QR, k<

n and A is injective on Q}J’R?. In general case, we have

(L7, Al = (r(k —n) +r(r —1))L" 'a
and in particular for r =n — k + 1 where k is the degree of a, we have
[L",Ala =0
The argument can be repeated to conclude. ([

Proposition 11.1.2. For any k-form «, there exists a unique decomposition
o= Z L a,,
T

where «, is primitive (k — 2r)-form.

Proof. Firstly let’s prove the uniqueness: If ) L", = 0 with primitive a,
we need to show o, = 0. If not, then take the largest r,, such that «,, # 0.
By the choice of ay,,, L" %™ kills everything in > L', but L™a,,,.
Then
0=L" (Y Lra,) = L Fm(Lmay,, ) # 0,
T

which is a contradiction.
) . . — k— —k
Now let’s prove the existence: Since L"~*+2: 0°(X, Qxﬁ) — C™(X, Q%&R +2
is an isomorphism, then there exists § € C*°(X, Ql;a%) such that
Ln—k+1a — Ln_k+2ﬁ.
Then o — Lf is primitive a primitive k-form, that is
a=(a—LB)+ Lp.
By induction on k, we have primitive decomposition for g € C*°(X, Q’;{R?)
and this completes the proof. O

Remark 11.1.1. If we define H = [L,A], then (L, H, A) generates an sly-
action on @, C>(X, Q§(7R).

In fact, the Lefschetz operator also defines a map between cohomology
groups
L: H*(X,R) - H*"2(X,R)
[a] = [w A «al.
Now let’s see it’s well-defined:
(1) If « is closed, then

dwANa)=dwAa+wAda=0.
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(2) If @« = dg, then
wAdB =dwAB+wAdB =d(wApB).

Theorem 11.1.1 (hard Lefschetz theorem'?). Let (X,w) be a compact
Kéhler n-manifold. Then

Lk H¥(X,R) - H™ *(X,R)
is an isomorphism for 1 < k£ < n.

Proof. In Exercise 9.1.1 we have shown [Aq, L] = 0, so the Lefschetz operator
induces a map between harmonic forms as follows

Ln—k . er N rHZn—k
By Proposition 11.1.1 L% is injective and H*, H**~* have the same di-
mension, we obtain the desired result. O

Definition 11.1.2 (primitive form). Let (X,w) be a compact Kéahler n-
manifold. For [a] € H*(X,R), it’s called primitive, if L"*+1[a] = 0.

Notation 11.1.1. H*(X, R)prim denotes the set of all primitive forms.
Corollary 11.1.1 (Lefschetz decomposition). There is the following decom-
position

H*(X,R) = @ L"H* " (X, R)prim-
T

Remark 11.1.2. If [w] € H*(X,Z), such as w comes from a positive holomor-
phic line bundle, then we can state theorem and corollary for H*(X, Q).

Moreover, we have the following isomorphism
L"F: qHPY(X) — H" 9" P(X)
fork=p+q <n.

Corollary 11.1.2. Let (X,w) be a compact Kéhler n-manifold. Then for
2 < k <mn, one has by_y < by, and h?P~ 1971 < hP4 with k = p + q.

11.2. Hodge index.
11.2.1. Surface case.

Example 11.2.1. For open subset U C C? equipped with canonical Kihler
form

w = \/—71(dz1 Adz' + d2? /\dEQ) .
The volume form is given by

2
vol = % = — (dz' Adz' Ad2® A dZ?).

12Though proof of this theorem is quite easy using tools we have, but it’s quite hard
for Lefschetz, since during his time, there is no Hodge theorem. Here we use L to denote
Lefschetz operator, in order to honor Lefschetz.
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Suppose « is a (2,0) form written as
a = adzt A d22

Now we're going to compute *@, which is also a (2,0)-form. Suppose xa =
bdz! A dz2. Then by definition, for an arbitrary (0,2)-form 3 one has

(B, a) vol = B A *a.
In particular, if we choose 8 = dz' A dZz2, then
BAxa = —bdz! Adz' A d2? A dZ?
{B,a}vol = {adz! A d2?,dzt A dZ?} x —dzt A dzt A d2? A dZ?
= —adz' Adz' Ad2? A dZ
This shows o« = x&. By the same computation one has o = & holds for a
(0,2)-form a. On the other hand, it’s clear (2,0)-form and (0, 2)-form are
automatically primitive.

Now we’re going to see if a (1,1)-form « is primitive, what’s the relation
between a and *a. For (1,1)-form «, written as

a = ajpdzt Adz' + andz? AdZ? + aipdz A dZ? + agid2?® A dz
A direct computation shows that
*a@ = agedz! Adz' + a11d2? A dZ? — agadzt A dZ? — annd2? A dZE.
On the other hand,
La=wAhNa= ﬁ(a11 + a22)d2’1 Adzt A d2? A dZ2.

Then
La=0<= a11 + a9 =0 <= xa = —a.

Lemma 11.2.1. Let (X, w) be a Kéhler surface. If (p, ¢)-form « is primitive
2-form, then
*a = (—1)Pa.

Proof. By taking normal coordinate, it suffices to consider U C C2, and
that’s exactly what we have done in Example 11.2.1. ([

Let X be a compact Kéhler surface. The Poincaré duality and Stokes
theorem imply that we have the following well-defined non-degenerate pair-
ing

Q: H*(X,R) x H*(X,R) = R

<[a],mm/xaw

Then we obtain a Hermitian form by considering

H([a], [8]) = Q([al, [8]).

Lemma 11.2.2. The Lefschetz decomposition H2(X,R) = H?(X,R)pyim @
R -[w] is orthonormal with respect to Q.
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Proof.
Qo) = [ wna= [ La=0

for « is primitive and harmonic. ([l

Theorem 11.2.1. H%(X, C)prim = @p+q:2 HP9( X )prim is orthonormal with
respect to H, and (—1)PH is positive definite on H??(X)prim.

Proof. 1t’s clear above decomposition is orthonormal, since

/a:O
X

if v is not a (2,2)-form. To see (—1)PH is positive definite on HP9(X)prim,
we take a harmonic representative o for any non-zero primitive cohomology
class in HP9(X)pyim. Then

(—1PH([o], [o]) = (~1)? / ana

X
= (—1)p+q/ a A xa
X
— Jlaf? > 0.
This shows (—1)PH is positive definite on HP9(X)prim. O

Corollary 11.2.1 (Hodge index). The index of H defined on H?(X,C) N
HYY(X)is (1,h5 —1).

Proof. Note that there is the following decomposition
H(X,©) 1 HY (X) = HY(X) i @ C,
and we have already shown that H is negative definite on H'!(X )prim- Then

the index for H on H*(X,C)N HYY(X) is (1, AN —1). O

11.2.2. General case. In this section we will introduce a more general case:
Let (X,w) be a compact Kahler n-manifold. Then by Lefschetz decomposi-
tion we have

HY(X,R) =P L'H* (X, R)prim,  k <1,

and by Hodge decomposition we have a more explicit decomposition
Hk (X7 C)prim = @ Hp’q(X)prim-
pt+qg=k

As we have seen in the case of surface, H will be positive definite or negative
definite in these (p, ¢) components. Now we introduce some symbols, in order
to get a neater result.
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Consider
Q: H*(X,R) x H*(X,R) - R

k(k—1)

(lad, 18]) = (-1)* 5 /Xw”'f AanB

Then @ is a bilinear form, and it is symmetric when k is even and anti-
symmetric when & is odd.

Definition 11.2.1 (Weil operator). The Weil operator C: H*(X,C) —
H*(X,C) is defined by C| gra(x) = v—1"""id.

Remark 11.2.1. The Weil operator C maps H*(X,R) to H*(X,R) in fact:
E|I—IPT(X) — EHq,p(X) -V —].q_pid =V —1 -1 ld — B’Hp,q(X).

Now we define
H: H*(X,C) x H*(X,C) = C
([od, [8]) = Q(Clad, [B]).
In other words, we have

H([o], [8) = (-1 v=T"" / S AaAF, af e BHPIX),

X

Exercise 11.2.1. H is a Hermitian form on HP?(X).

Proof. For [a], 8] € HP9(X), one has

k(k—1)

H(lal,[8]) = (-1) = (—U“V—l”‘q/ WEATAB
X
k(k—1)

= (1) 7 (=1 1/ (1) ta)? /Xw""“ AB AT

Note that
(P+9)°*—p—q=2pg+plp—1)+qlg—1)
is always even, this completes the proof. [l

Lemma 11.2.3. Let a be a primitive (p, g¢)-form with p + ¢ = k. Then
k(k+1) p—q L"_ka
= —1 2 —]_ .
ra=(=1) =y (n— k)
Theorem 11.2.2 (Hodge-Riemann bilinear relations).
(1) H¥(X,R) = @, L"H* 2" (X, R) pyim is orthonormal with respect to Q.
(2) H¥(X,C)prim = D, 4= H?(X)prim is orthonormal with respect to H.
(3) H is positive definite on HP4(X ) prim.
Proof. For (1). For r < s, note that
WRAL'Y AN LSS = (L F ) Ad =0

since L F+2rtly = 0 and r < s.



86

For (2) If o lia (p> q)—form, and B is (p’,q')—form, and (pa q) 7& (p,aq/))
then w"* A a A B is not a (n, n)-form.

For (3). To see H is positive definite on HP9(X)prim, we take a harmonic
representative a for any non-zero primitive cohomology class in H”9(X ) prim-
Then

(k—1) —
H([a],[a]) = (—l)k T Vv—1' q/ WwFAaNT
X
By Lemma 11.2.3 one has

(k+1) _p Lk
=DV
k(k—1) —q L™ *&

=(-1) =z v-1 q(n_kl‘

Then

H(lal, [a]) = (n — k)! /X o AT = (n— k)ll|af? > 0.
0

Corollary 11.2.2 (Hodge index theorem). Let X be a compact Kéhler
n-manifold with n is even'®. Then [, a A 8 on H"(X,R) is of signature

Z(_l)php,q

P
where summation runs over all p, gq.

Proof. Note that the signature of [, & A 8 on H"(X,R) is the same as the
signature of [, a A B on H*(X,C). We write

H"(X,C) = @ L"HP(X) prim

p+q+2r=n
TP,4€L>0

Then Hodge-Riemann bilinear theorem implies that [y aAB is (—1)P-definite
on L"HP(X)prim, where we used the fact n is even. Then we have the

signature is
Yo (PR

p+q+2r=n
But hgarfilm = hPd — pp~La1 g0
Z (=1)P(hP? — pp=1a=1),
p+q+2r=n

Note that p + ¢ = n counted once and p 4+ ¢ < n counted twice, so rewrite
it as
> (=urwee,
p+q even

131 this case Jx @ A B is symmetric on H" (X, R).
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since hP4 = h"~P"~49 And this is also equivalent to sum all p, ¢, since

Z (=1)PRP? =0
p+q odd
This completes the proof. [l
Example 11.2.2. For surface, we have
H*(X,C) = H*(X) @ H"(X) prim ® Clw] @ H**(X)
Then this corollary implies
ROO 4 20 _ pLl p02 4 22 — 20 4 p0.2 (1 (pL1 1)),

which recovers what we have done in the case of surface.
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Part 4. Positivity and vanishing theorems
12. PosiTiviTy

12.1. Positivity of line bundle. Let (L, h) be a Hermitian holomorphic
line bundle over a complex manifold X. Then g@h gives a real (1, 1)-form,
so it corresponds to a Hermitian form on TX.

Definition 12.1.1 (positive line bundle). Let L be a holomorphic line bun-
dle over X. L is called positive if it admits a Hermitian metric h such that
the Hermitian form corresponding to g@h is positive definite.

Remark 12.1.1. The Kodaira embedding theorem implies positive line bundle
is exactly ample divisor in algebraic geometry.

Remark 12.1.2 (local form). Locally, one has

V=1 V=1 = V-1 ¢ . ,
——0, =———00logh= —————dz' NdZ’
o " 27 8 2r 02407/ ? ?
where ¢ = —logh. Thus L is positive if and only if the Hermitian matrix
2
( ai (;"Ej) is positive definite everywhere.

Proposition 12.1.1. If X admits a positive holomorphic line bundle, then
X is Kéhler.

Proof. The first Chern class of (L, h) gives its Kéhler form. O

Proposition 12.1.2. L is positive if and only if L&™ is positive for some
m € Nzo.

Proof. For a line bundle L locally we have the Hermitian metric correspond-
ing to its curvature looking like

and for L®™, m € N>o we have
0%

(m- 02107 )
It’s clear L is positive if and only if L®™ is. O

Exercise 12.1.1. Let X be a compact complex manifold and L be a positive
line bundle. For any holomorphic line bundle L', there exists Ng € N such
that L' ® L®N positive for N > Np.

Proof. The proof is quite similar to above exercise, we need to check locally,
but compactness is neccessary here. Over an open subset Ui, locally we
have the Hermitian metric corresponding to L' ® L™ looking like

( 82 @r m 82 YL )
021077 021077
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So we can choose suffices large N such that M @ LN is positive on U.
Since X is compact, we can take a finite open covering {U;} of X and choose
the largest IV; to be N we desired. O

12.2. Positivity of vector bundles. Let (F,h) be a Hermitian holomor-
phic vector bundle of rank r over a complex n-manifold X with Chern con-
nection V. In local frame, its Chern curvature is given by

Or =07 Az A dF @ e ®ep
ija

Definition 12.2.1 (positivity).
(1) (E,h) is said to be Griffiths positive, if for any non-zero (u') € C" and
(v¥) eC” .
@ﬁagulﬁjvo‘ﬁﬁ >0
(2) (E,h) is said to be Nakano positive, if for any non-zero matrix (u‘®)

(3) (E,h) is said to be dual Nakano positive, if for any non-zero matrix
(u')
@ijaguzﬁﬂ]a >0
Remark 12.2.1. The semi-positivity and negativity can be defined in the
same way.

Proposition 12.2.1.

(1) If (E,h) is Nakano positive or dual Nakano positive, then (E,h) is
Griffiths positive.

(2) (E,h) is Nakano positive if and only if (E*, h*) is dual Nakano negative.

Proof. For (1). If (E, k) is Nakano positive, then for non-zero (u*) € C" and
(v¥) € C", consider matrix (u’®) defined by u’® := uiv®, then

Oy aﬁuiﬂj 0T’ = @ﬁaguio‘ﬂjﬂ >0
The same argument holds for the case (F,h) is dual Nakano positive. (2)
follows from the relation between curvature form of (E, h) and (E*, h*), see
Section 4.3 of [Liu23]. O

Proposition 12.2.2. Let
0-S—-E—-Q—0

be an exact sequence of holomorphic vector bundles.

(1) If (E,h) is Griffiths or dual Nakano positive, then so is (Q, h?).
(2) If (E,h) is Griffiths or Nakano negative, then so is (S, h¥).

Proposition 12.2.3. If Hermitian holomorphic vector bundle (E, h) is Grif-
fiths positive, then (E®det F, h®det h) is Nakano positive and dual Nakano
positive.
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13. VANISHING THEOREMS

13.1. Kodaira vanishing theorem.

Theorem 13.1.1 (Bochner-Kodaira-Nakano identity). Let (X,w) be a com-
pact Kéhler manifold and (F,h) a Hermitian holomorphic vector bundle.
Then

Az, = [V=10,, Al + Ay,

Proof. Direct computation shows
Ay, = [0p, 0]
= —V~1[0g, [A, 95]]
= —V~1[A, [0p,05]] — V-1[0p, [0, A]]
= —V~1[A, 03] = V-1[0r, vV-10]
= [V=164,A] + Ay,
O

Corollary 13.1.1 (Bochner-Kodaira-Nakano inequality). Let (X,w) be a
compact Kéhler manifold and (F, h) a Hermitian holomorphic vector bundle.
Then for a € C°(X, 057 ® E), one has

(V=164 A, @) < (Ag . )
In particular, if a is Az _-harmonic, then ([vV=10p, Ala, ) < 0.
Proof. Direct computation shows
(AgEoz,a) — (V=16p,Ala, @) = (Ap,a, )
= |0pal® + [95al? = 0
U

Corollary 13.1.2. Let X be a complex manifold. If Hermitian holomorphic
vector bundle(E, h) is Griffiths positive, then (det F,deth) is a positive
holomorphic line bundle. In particular, X is Kahler.

Theorem 13.1.2 (Kodaira-Akizuki-Nakano vanishing). Let X be a com-
pact n-manifold, (L, h) a positive Hermitian holomorphic line bundle. Then

HPY(X,L)=0
forp+q > n.

Proof. Let X be endowed with the Kéahler metric w given by Chern curvature
of L. Then there is an isomorphism HP?(X, L) = HP4(X,L). For a €
HP9(X, L), by Corollary 13.1.1 one has

[\/jlghnA]a <0.
On the other hand,
([V=16p,Ala, a) = 21(p + ¢ — n)||a]® > 0.
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Thus if p + g > n, one has a = 0. This completes the proof. ([

Corollary 13.1.3 (Kodaira vanishing). Let X be a compact n-manifold
and (L, h) be a positive holomorphic line bundle over X. Then

HY(X,Kx®L)=0
for ¢ > 0.
Proof. Just note that
HYX,Kx © L) = H™(X, L)
([l
Corollary 13.1.4. Let (X,w) be a compact Kéhler n-manifold. If (L, h) is

a semi-positive line bundle and rk ©) > k, then

HPY(X L)=0
forp+qg>2n—Fk+1.
Exercise 13.1.1. Compute all H(CP", Ocpr (k)) for all k, q.

Definition 13.1.1 (Fano). A Fano manifold is a compact Kéhler manifold
with positive anti-canonical bundle K5 = det T'X.

Proposition 13.1.1. Let X be a Fano manifold, then
HY(X,0x)=0
for all ¢ > 0.
Proof. Note that Ox = Kx ® K¥. O

Theorem 13.1.3 (Serre vanishing). Let X be a compact complex n-manifold
and (L, h) be a positive holomorphic line bundle over X. For any holomor-
phic vector bundle F on X, there exists a constant mg such that for all
m > mg

HY(X,E® L") =0
for ¢ > 0.

Proof. If X is endowed with Kéahler metric w given by Chern curvature of
L and E is endowed with a Hermitian metric h, then H?4(X, E @ L®™) =
HPU(X, E @ L®™). For a € HPY(X, E ® L®™), one has

1

(V=164 Al @) + 2mm(p + ¢ — n)[a]> 2 (V=10 pgrem, Ala, )

2)
<0

where
(1) holds from ©ggrem = OF ®id +m(id ®0L).
(2) holds from Corollary 13.1.1, that is Bochner-Kodaira-Nakano inequal-
ity.
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On the other hand, Cauchy inequality implies that
(V=104 Ala, @) > —Clla]?
where constant C' is the norm of [v/—10y,A]. So if we have 2mm(p + q —
n) — C > 0, the argument in proof of Kodaira vanishing theorem implies
a = 0. Consider p =n,q > 0,mg > %, then for all m > mg and ¢ > 0, one
has
H"(X,E® L") =0
that is to say HY(X, Kx ® E ® L®™) = 0. So in order to show HY(X,F ®
L®™) = 0, it suffices to consider K% ® E at beginning, and then we will
obtain
HI(X,Kx @ Ky  E®@ L") = HI(X,E® L") =0
This completes the proof. U
13.2. Nakano vanishing.

Theorem 13.2.1 (Nakano vanishing). Let X be a compact complex man-
ifold and (E, h) a Hermitian holomorphic vector bundle over X.

(1) If (E, h) is Nakano positive, then

H™(X,E) =0
for ¢ > 1.
(2) If (E, h) is dual Nakano positive, then
HP™(X,E) =0
for p > 1.

Proof. Here we only give the proof of the first one, the second can be derived

from the same argument. Suppose {%, e a%} is a holomorphic local

frame which is orthonormal at point p € X, and ¢ € H™4(X, E) which is

locally written as ¢ = gp%dzl A---ANdz" AdZ! @ e, where |I| = g. Direct

computation shows

(V=1[Oh, A, p) = (V—1OnAp, ¢)

D —<€)Ziadzk A dz! Z Lmbm@%dzl Adz" A dZ! @ e, gogdzl A---Adz" Az @ ep)

m

= —@kiagap%go%dzk A dZ A Z btmdzt Ao Ad2® AdZED A2t A A d2™ A dZY)
m

—~

= Z @kiaBgO% g0§<d§l A LEdzl, d§J>

k
= Z {leag(z @%)(Z Soi)}
IJ kel leJ

)
>0
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where

(1) holds from Proposition 8.1.4 since by Corollary 13.1.2 one has X is
Kahler.
(2) holds from (E, h) is Nakano positive.

But by Corollary 13.1.1, that is Bochner-Kodaira-Nakano inequality, one
has (v/—1[Op, Alp, ¢) < 0. This shows ¢ = 0 as before. O

Corollary 13.2.1. Let X be a compact complex n-manifold with n > 2.
Then there doesn’t exist metric h such that (7°X, h) is Nakano positive.

Proof. Suppose (T'X, h) is Nakano positive, then
HY(X) = HOY (X, T*X)

Y g1 (x, 7x)

@,

where

(1) holds from Serre duality.
(2) holds from Nakano vanishing theorem.

However, by Proposition 12.2.1 and Corollary 13.1.2 one has X is a Kéher
manifold, which leads to a contradiction since H''(X) # 0 for a Kéhler
manifold. O

Corollary 13.2.2. Let X be a compact complex n-manifold with n > 2.
Then there doesn’t exist metric h such that (7% X, h) is dual Nakano positive.

Proof. Note that
O

Example 13.2.1. If n > 2, (CP", wpg) is dual Nakano positive and Nakano
semi-positive, but not Nakano positive.

Proof. By Theorem 7.4.1 one has the curvature of Fubini-Study metric is
O = highyg + hhy;

For p € X, if we consider normal coordinate at p, then for any non-zero
matrix (u*), a direct computation shows

il—gk _ g ik ik
@ijklu Wt = hijhklu u +hilhkju U

= 3 I 4w

27‘7

= Z ]uijIQ + % Z |u' + ujj]2
i# 0

>0
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which implies (CP",wpg) is dual Nakano positive.
k=gl 3 3 ikl 1, tk—jl
@ijklu " = hizhgu™w” + hghsu™w
=S 2 4 i
4,3
_ 1 ij . §i2
=35 Z [u'? + u’"|
i’j
>0

which implies (CP", wpg) is Nakano semi-positive, and it’s not Nakano pos-
itive by Corollary 13.2.1. O

13.3. Griffiths vanishing.

Theorem 13.3.1 (Griffiths vanishing). If (F, h) is Griffiths positive, then
(1) (X, E) =0.
(2) HP9(X,E)=0forp+qg>n+r1kE.
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14. KODAIRA EMBEDDING AND CHOW THEOREM

14.1. Blow-up. In this section we will introduce a technical tool we need
in the proof of Kodaira embedding, which is blow-up at a point.

Definition 14.1.1 (blow-up). U x CP" ' 5 U := {((z1,..., @), (y1 : -+~ :
yn)) | Tiy; = x5y}

Remark 14.1.1. The most vivid way to understand blow-up is to consider
the fibres of projection U — U: If z # 0, then the fibre of x is just a point
since the ratio of y; is uniquely determined. But for x = 0, there is no
restriction for y;, so you get the whole projective space CP* . Thus as
you can imagine, there is nothing happening except the origin, sounds like
a boom. For example, the following figure shows the case of n = 2

Lemma 14.1.1. U C U x CP" ! is a submanifold of dimension n.

Since blow-up is a local operation, so it can be done on a complex man-
ifold. If X is a complex manifold with dimension n with x € X, and {U;}
Is an open covering such that x € Uy and @ ¢ U;,i # 1, then we can show
that Uy U (U, Ui) glue together a new complex manifold with dimension
n. This is called blow-up of X at point z, and it’s denoted by X. Similarly

there is a natural projection 7: X — X and 7~ !(z) is biholomorphic to
CP" !, which is called exceptional divisor and denote it by E.

Exercise 14.1.1. If X is compact Kéhler manifold, then X isalsoa compact
Kahler manifold.

Exercise 14.1.2. The idea sheaf of exceptional divisor Zg = O ¢(E)*

Proposition 14.1.1. The canonical bundle K¢ of the blow-up X is iso-
morphic to 7Ky ® O (E)®" 1
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Corollary 14.1.1. For the exceptional divisor £ = CP" C X — X one has

Proof. The adjunction formula implies
Kp= (K3 ®O0%(E))|e
Then by Proposition 14.1.1 and Kg = Ogpn-1(—n) one has
O(C]mel(—n) = (W*KX & O)}(E)@m)‘]_:;
Note that E is a fibre of 7, so 7*K x| is trivial. Thus
Ogpn1(—n) = O (B)*"|
On the other hand, the only possible line bundles on CP"~! take the form

The main reason we need blow-up here is that the sections after blow-up
is the “same” as the one before.

Proposition 14.1.2. For a holomorphic line bundle L, one has
HO(X,L®™) = HO(X, 7*L®™)
holds for arbitrary m € Zx.

Proof. If X is one-dimensional, then 7: X — X is an isomorphism and thus
HO(X,L®™) = HO(X, 7*L®™).

Now let’s consider the case dimc X > 2. Given an element s € HO(X, L®™),
we can get an element in H° ()N( , m*L®™) by composing projection 7. Con-
versely, for § € H(X,7*L®™), it can be restricted to X\E = X\{z}, and
then extended to a global section of L®™ by Hartogs theorem. ([l

14.2. Kodaira embedding.

Theorem 14.2.1 (Kodaira embedding). Let X be a compact complex man-

ifold. The following statements are equivalent:

(1) There exists a holomorphic embedding ¢: X < CPV.

(2) There exists an integral Kihler form w on X, that is, [w] € im{H?(X,Z) —
H?(X,R)}

(3) There exists a positive holomorphic line bundle on X.

Remark 14.2.1. (1) clealy implies (2), and (2) implies (3) is Lefschetz (1, 1)-
theorem, so the heart of the proof is (3) to (1).

Sketch. Use holomorphic global sections H°(X, L®™) for sufficiently large
m to construct p: X < CPY. We need to show the following three things:

(1) For sufficiently large m, L®™ is globally generated, which means for all
x € X, there exists a global section s € H(X, L®™) such that s(z) # 0.
Then for all z € X, H, = {s € HY(X,L®™) | s(x) = 0} is a hyper-
surface. Thus we get a holomorphic map ¢: X — CP(H?(X, L¥™)*),
defined by z + H,. Indeed since any hypersurface in H°(X, L®™) is a
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line in H°(X, L®™)*, that is an element in CP(H%(X, L®™)*). And you
will find ¢ is holomorphic since we’re using holomorphic sections.

(2) For more sufficiently large'* m, L®™ separetes points, that is for all
z,y € X, there exists s € H°(X,L®™) such that s(z) # 0,s(y) = 0.
Thus in this case our ¢ is injective.

(3) For more more sufficiently large m, L®™ separetes tangent vectors, that
is, for all z € X,u € Tx, there exists s € H°(X,L®™) such that
s(z) = 0 and ds(u) # 0. Thus in this case our ¢ is an immersion,
together with X is compact we have ¢ is an embedding.

Remark 14.2.2. We can also describe ¢ more explicitly. Locally around =z,
choose a basis sg,...,sy of HY(X, L®™) such that so(xg) # 0. Then there
exists a neighborhood U of zg such that so(x) # for all z € U. Then

SN e gOU, 0p)
S0 S0
So we can define
oly: U — CPY
X1 SN
1, — e, —
oo (1,2 @) 2 )

And you can check it’s same as what we have defined without choosing a
basis.

Here we only give a sketch proof of the first statement, the proofs for
second and third are similar, but more complicated.

We want to detect the value of a section at a point is zero or not. Sheaves
give us a good way to describe such thing. For z € X, consider ideal sheaf
of z

I, ={s € Ox | s(x) =0} C Ox
Then sections we are searching for is H°(X,Z, ® L®™). For computation,
we have exact sequence of sheaf

0—Z, ® LY — L®™ — L™, — 0
And using Cech cohomology we can derive a long exact sequence
0— H'X,Z, ® L®™) - H*(X,L®) - C — HY(X,Z, ® L) — ...

Our goal is to show H(X,Z, ® L®™) # 0. If HY(X,Z, ® L®™) = 0 for
sufficiently large m, then we can get desired result.

For Cech cohomology we know a little, but we know quite a lot for Dol-
beault cohomology. So an ideal is to turn idea sheaf into a line bundle and
use Dolbeault cohomology to compute.

Similarly, we have

HY(X,T, ® L®™) = HY(X,Ip @ m*L®™) = H*(X, 04 (E)* @ 7" L®™)

And that’s why blow-up works since Z, ® L®™ is just a sheaf, and it’s a
little difficult for us to compute the cohomology of sheaf, but after blow-up,

14Larger than m is step one.
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we make it to a line bundle O¢(E)* ® 7*L®™  and Dolbeault cohomology
comes into its place. N
Consider the following short exact sequence of sheaves on X:

0= Zp@a L — 7* L% — 7* L% — 0
So we get a long exact sequence
0 — HO(X,Zgon* L) - HY(X, 7" L%™) — C — HY(X,Iper*L®") — ...
But _ _

HYX,Ip @ n*L®™) = H},(H,Ip @ ©* L%™)
Claim Hbol(ff,IE @m*L®™) = 0, when m is sufficiently large. Indeed, note
M e e (0gBr (g 0 1)
So by Kodaira vanishing, it suffices to show the following line bundle is
positive when m is sufficiently large:

O+ (BE)*®" @ " (K% ® L®™)

X

In fact, K% ® L®™ will be positive on X when m is sufficiently large. But
when we pull it back something bad may happen since 7* (K% ® L®™) is
positive except along E. However, OX(E)*®n|E = Ogpn-1(n), so two parts
work together to give a positive line bundle. To be more explicit, take
any Hermitian metric on O5(E)*®" extending (Fubini-Study)®”, then its
positive on E, but may not be positive otherwise. However we can choose
m sufficiently large to offset its negative impact.

This completes the proof of first part of Kodaira embedding, for second
and third, arguments are similar, but we need more blow-ups and things
become complicated. ([l

Corollary 14.2.1. Let (X,w) be a compact Kéhler manifold such that
H?%(X) = H%2(X) = 0. Then X is a projective manifold.

Proof. Hodge decomposition implies that H?°(X) = H%2(X) = 0, and thus
H?*(X,Q) ®p C = H*X,C) = HY(X). Let [au],...,[an] € H*(X,Q) be a
basis such that «; is harmonic and of type (1,1). Since the Kéhler form w
is real, harmonic'® and of type (1,1). Then

w:Z)\iai, A €R

For p; € Q sufficiently close to A;, one still has . p;o; is positive. Thus
>-; iy gives a Kahler form. Take N sufficiently large such that [N >, pio] €
im(H?(X,Z) — H*(X,R)). Applying Kodaira embedding to complete the
proof. O

Corollary 14.2.2. Fano manifold is projective.
Proof. Since for Fano manifold, all H%?(X) = 0,q > 0. O

151t’s harmonic since [Aq, L] = 0.
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14.3. Chow’s theorem. Since we already embed a compact complex man-
ifold into projective space, there is no reason for us to avoid Chow’s theorem.
A wonderful theorem lies in the intersection of algebraic and analytic.

Theorem 14.3.1 (Chow). Every closed complex submanifold X C CP" is
algebraic, that is, defined by polynomial equations.

Remark 14.3.1. Finally, for holomorphic line on compact complex manifolds:
positive is equivalent to ample.

Although Chow’s theorem can be derived from GAGA proved by Serre,
in an elegant way using sheaf theory, here we give a sketch of a classical
proof of Chow’s theorem.

We need to show every closed complex submanifold X of CP" is alge-
braic, our ideal is to construct an analytic hypersurface in a Grassmannian
manifold Gr(r,n) with Pliicker embedding ¢: Gr(r,n) < CP(A"C"), and
use some facts about it:

(1) Pic(Gr(r,n)) = Z-¢*Ocp(1)
(2) Every closed analytic hypersurface of Gr(r,n) is algebraic.

If the analytic hypersurface W we construct in Grassmannian manifold
can determine X algebraically, that is W is algebraic implies X is, then we
complete the proof.

The philosophy here is to convert a submanifold with arbitrary codimen-
sion in CP" to a an hypersurface, the cost we pay is that we need to consider
Grassmannian manifold rather than CP". But it do works!

Let’s be more explicit:

Definition 14.3.1 (analytic subset). A closed analytic subset in CP" is a
closed subset, locally defined by some holomorphic equations.

Remark 14.3.2. We can replace closed complex submanifold by closed an-
alytic subset in Chow’s theorem since we can not avoid singularity, and it
doesn’t matter in fact.

However, although we allow singularities, singularities won’t be too much:
Let X C CP" be an irreducible closed analytic subset of dimension r. Then
there exists closed analytic subset X, € X such that X \Xsing is smooth
and dense. Furthermore, X \Xsing is a submanifold of CP" of dimension 7.

Now fix X, an irreducible closed analytic subset of dimension r in CP".
Let V € Gr(n—r,n+1), then CP(V) C CP" with dimension n—r—1. So as
you can imagine, an object with dimension r and an object with dimension
n —r — 1 may fail to intersect with each other.

Let

W={VeGrin—rn+1)|CP(V)NX # 2}
Claim:

(1) W is a closed analytic hypersurface of Gr(n —r,n+1).
(2) W determines X algebraically.
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Here we give a sketch of proof of Claims:
For (1). Consider the following diagram

CP(E) — 21— CP"> X

I
Gr(n—r,n+1)

where E' — Gr(n—r,n+1) is tautological bundle of Grassmannian manifold.
Then we can write'®

W =p(g~ (X))
Since ¢ is holomorphic and X is closed and analytic, then ¢~!(X) is also
closed and analytic. But the difficulty is p(¢~(X)) is also closed and ana-
lytic, and this holds from the following fact.

Theorem 14.3.2. p is holomorphic and proper'”.

Now we show that W is a hypersurface, and that’s just a computation
for dimension: We already know the dimension of Gr(n —r,n + 1) is (n —
rin+1—(n—r))=(n—r)(r+1), so we need to show the dimension of
Wis(n—r)(r+1)—1.

First, let’s consider the fibre of ¢: it consists of subspaces V' C C"*! of
dimension n — r containing a given line [, and that’s another Grassmannian
manifold Gr(n — r — 1,n), if we consider V + V/I, and its dimension is
(n —7 —1)(r +1). So the dimension of ¢ Y(X) is 7+ (n—7r — 1)(r+1) =
(n—r)(r+1)—1=dimGr(n —r,n+1) — 1.

So we may desire the property of p is not too bad so that we will obtain
dimp(¢~ (X)) = dim ¢ *(X) as we desired. It suffices to show that there
exists a dense open subset U C ¢~ !(X), such that p|y has finite fibres. In
fact, we will show it’s one to one correspondence.

Consider fibre of px : ¢ *(X) — Gr(n —r,n + 1) over given V € Gr(n —
r,n+ 1), and that’s CP(V)N X. So we may desire almost every V' such that
this intersection is just a point. It suffices to show that the complement of

{(V,z) € ¢ (X) | CP(V) N X has only one smooth point z}
is closed analytic of dimension less than dim ¢~ (X). There are three cases:
(1) CP(V)NX contains z € Xging, singular locus of X. But dime ¢~ (Xsing) <
dim¢ ¢~ H(X).
(2) CP(V)N X has at least two points.
(3) CP(V) N X not transverse intersection at .
Then W = p(¢~ (X)) C Gr(n —r,n + 1) is a closed analytic hypersurface.
For (2). Consider gy : p~ (W) — CP". Claim

X ={zeCP"|qy (x) =q '(x)}
16wy ?

17proper means: For any Y C CP(E) closed and analytic, then p(Y) is closed and
analytic.
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And there are some equivalent descriptions:
G (@) =q (@) = p ' W) Ng () = ¢ (x)
— ¢ Yz) Cp (W)

Clearly, if € X, then ¢ !(x) € p~1(W) since W = p(¢~1(X)). For the
other direction: we can translate it as: If y € X, then we need to find
V € Gr(n —r,n+ 1) containing [ = (y), but CP(V)N X = @.

To see this: Use projection from y, that is CP™ T, P!, Since ye€X,
then m,|x is well-defined and has finite fibres. Note that CP(V)NX # &
if and only if CP(V/(y)) N my(X) = @. From computation before, we know
it’s a condition for hypersurface. So it’s easy to choose V we desire.

Conclusion (from analytic to algebraic): p and ¢ is algebraic, and W is
algebraic, so we obtain p~!(W) is also algebraic. So qu is also algebraic.
Thus X is algebraic.
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15. MORE BOCHNER TECHNIQUES

15.1. Obstruction to holomorphic vector fields. In Riemannian geom-
etry, there is the following theorem which shows there are obstructions of
Killing vector fields or harmonic 1-forms.

Theorem 15.1.1. Let (M, g) be a compact Riemannian manifold.

(1) If Ric(g) < 0, then there is no non-trivial Killing vector field.
(2) If Ric(g) > 0, then b (M) = 0.

In the realm of complex geometry, analogous obstructions exist, drawing
a parallel between Killing fields and holomorphic vector fields. However,
it is important to note that not every Killing vector field is a holomorphic
vector field.

Theorem 15.1.2. On a compact Kahler manifold, a Killing vector field X
is holomorphic if and only if

(1) divX = 0.

(2) V*X =0.

Lemma 15.1.1. Let (M, g) be a compact Riemannian manifold. A vector
field X is Killing if and only if divX = 0 and V*VX = (Ric(X))%.
Lemma 15.1.2. Let (M,w) be a compact Kéhler manifold. A vector field
X is holomorphic if and only if V*VX = (Ric(X))%.

Theorem 15.1.3. Let (M, w) be a compact Kéhler manifold with Ric(w) <
0. Then there is no non-trivial holomorphic vector field.

Proof. Let X be a non-trivial holomorphic vector field locally given by X =

X 821- and w = lehijdziAdEj . If we define u = | X |?, a direct computation

shows

V—100u = v~1 (0{V*' X, X} + {X,V''X})
D /1o{x,vOx)
= V-1 ({V"'X,v"X} + {X,VOIviOX)
® VA {VX, VX) 1 {X,0,X))
where (1) and (2) holds from X is a holomorphic vector field. Note that
tr, V=1{VX, VX} = tr,(vV=1V; X’V X'h 7dz" A dz")
= Vi XV, XThghi*
= |VX[?
tr, vV—-1{X,0,X} = —tr {vV—-10, X, X}
= —tr, (V=102 XX hgydz' A dZ)
Jjo
= —h70;,- XX
— —Ric(X, X)
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This shows B

tr, v —100u = |[VX|? — Ric(X, X) > 0
If v obtains its maximum at some point p € M, then tr,, v/—199u(p) < 0, a
contradiction. O

Corollary 15.1.1. Let (M, w) be a compact Kéhler manifold. If Ric(w) <0,
then the following statements are equivalent:

(1) X is parallel.
(2) X is Killing.
(3) X is holomorphic.

Proof. As shown in Theorem 15.1.3, if Ric(w) < 0, for a non-trivial holo-
morphic vector field X one has

tr, v/ —100u = |[VX|* — Ric(X, X) >0
Then by the same argument one has VX = 0, that is every holomorphic

vector field is parallel, and it’s clear every parallel vector field is Killing. [

Corollary 15.1.2. Let (M,w) be a compact complex manifold with nega-
tive holomorphic sectional curvature. Then there is no non-trivial holomor-
phic vector field.

Proof. Let X be a non-trivial holomorphic vector field locally given by X =
X' 821' and u = |X|2. The same argument shows

V=100u(X, X) = [Vx X2 — 0,5, X' X’ X*X'
Then maximum principle completes the proof. O
15.2. Obstruction to holomorphic 1-form.

Theorem 15.2.1. Let (M,w) be a compact Kahler manifold. If Ric(w) > 0.
Then there is no non-trivial holomorphic 1-form.

Corollary 15.2.1. Let (M, w) be compact Kéhler manifold and Ric(w) > 0.
Then any holomorphic 1-form is parallel.

15.3. Rigidity of complex projective space. The rigidity of complex
projective space is a fascinating subject in complex geometry. It involves
determining whether a geometric object satisfies certain conditions to be
CP" or not, and it has produced numerous interesting results. Yau demon-
strated that any Kéhler manifold, which is homeomorphic to CP", is also
biholomorphic to CP". He also resolved a conjecture put forth by Frankel in
1961, which stated that a compact Kahler manifold with positive bisectional
curvature must be biholomorphic to CP". Additionally, there exists an even
stronger result.

Theorem 15.3.1 ([FLW17]). Let (X,w) be a compact Kéhler manifold
with positive orthogonal bisectional curvature. Then X is biholomorphic to
CcP".
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In this section we try to use Bochner technique to show the following
easier result.

Proposition 15.3.1. Let (X,w) be a compact Kdhler manifold with posi-
tive orthogonal bisectional curvature. Then HY1(X) = C.
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16. SCHWARZ LEMMAS
In this section, we will present the powerful formulas called Schwarz cal-

culation, which extend the Bochner techniques discussed earlier.

16.1. Schwarz lemmas for holomorphic bisectional curvature.

Lemma 16.1.1. Let f: (M,g9) — (N,h) be a holomorphic map between
Hermitian manifolds and V be the induced connection on 7*X ® f*(T'N)
by Chern connections. Then in the local holomorphic coordinates {z*} and
{w®} on M and N respectively, one has

00u = (A, VA 1+ ((09) 539 "9 h 550 11 — (On)3,5(2 )" 17 7)) d='ndz?
and
tr V100u = VA1 +(97 (Og)511)9 9" b5 £ 12— (On)uz 5 (97 12 £7) (67 17 1)

where u = tr,(f*wy) = |Vf|%, f = fAd2" ® eq and eq = f*(
more, one has

836% ). Further-

F a3 1 ij kg, pl a B ij pa B ( 0T £ 7
tr, vV—1001ogu > u ((g (@g)ij}d)g 9 haﬁfp fq — (Gh)aﬁ’yg(g fi fj )(g Iy fq))
holds outside the set of critical points of f.

Corollary 16.1.1. Let g, h be two Hermitian metrics on a complex manifold
M. Then

((9” (09)5:7)9" 9" g — (O 7,297 m)

try /=190 log try wy, >

trg wp

and

((h7(O9) g g g = (07 (61) 5,9)9")

- 1
try v —100log try wy, >
trg wp

Corollary 16.1.2. Let f: (M, g) — (N, h) be a holomorphic map between
Hermitian manifolds. Suppose

(1) the second Chern-Ricci curvature Ric® (w,) > aw, for some a;
(2) the holomorphic bisectional curvature (N, h) is bounded from above by
b, that is

On(w,w,v,7) < blw[*|v]*
Then
trg v —190u > au — bu®

where u = try(f*wp,) = |V f|>. Furthermore, outside the set of critical points
of f, one has

try vV —1001logu > a — bu
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Proof. Note that Ric®(w,) > aw, implies (@g)ijkigkz > ag;z. Thus
5 Wil o 7B i 99 3 i pagh
(9”<@g)i}ki)g 9" hagf; g =9" (Gg)iij)Tg 197 haﬁf;fq
agﬁgﬁ kg pl B
=~ 9u9 9" haplp fa
= ag" 3 f}
= au

On the other hand, by using normal coordinate on M it’s easy to see

(O3 (97 SN G < 0L 129 h ) (£ F367h 5) = bus?
Then by Lemma 16.1.1 this completes the proof. ([
Lemma 16.1.2 ([Yau75]). Let (M, g) be a complete Riemannian manifold

with Ricci curvature bounded from below and f € C?(M,R) be bounded
from above. Then there exists {p;} C M such that

(1) limy |V f(px)| = 0.
(2) limsup, Af(pr) <0.

(3) limg f(px) = sup f.
Theorem 16.1.1 ([Yau78al). Let (M,w,) be a complete Kéhler manifold
with Ric(wg) > awy and (N,wy,) be a Hermitian manifold with holomorphic

bisectional curvature < b < 0. If f: M — N is a non-constant holomorphic
map, then a < 0 and

a
f*wh < gwg

Proof. Let A, denotes the operator try /—199. By Corollary 16.1.2 one has
Agu > au — bu?

where u = try(f*wp). It suffices to show sup,; u < a/b. Now let’s consider

the following two cases:

(1) If supy; u < oo, then by Lemma 16.1.2 there exists a sequence {p} such
that lim sup Au(pg) < 0, and lim u(py) = sup,,; u ans so

Agu(pr) > au(py) — bu®(pr)
By taking limsup, we deduce that

0 > asupu — b(supu)?
M M

Since sup,; v > 0 and b < 0, one has a < 0 and sup,; u < a/b.
(2) If sup,; u = oo, consider

- VU -+ cC
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for some constant ¢ > 0. Direct computation shows
1 3
Agv = —§U3Agu + ;‘V'U’Q
2 3 9 9
Agu = E(Z\Vv] — Agv) > au — bu
that is
6|Vol* — 20A50 > auwv* — bu?v*
By Lemma 16.1.2 again there exists a sequence {pg} such that lim(—v)(px) =
sup,s(—v) = 0 and Vu(pg) = 0 and

lim sup Agv(p) <0
k
Then
0 > limsup(6|Vv|? — 20A,0)(px) > limsup(auv® — buv?)(py) = —b

which is a contradiction to b > 0.

In a word, only the first case will happen, and this completes the proof. [

Corollary 16.1.3. Let f: (D,w) — (D,w) be a holomorphic map between
unit disk with Poincaré metric. Then

ffw) <w

Proof. 1t’s clear since unit disk with Poincaré metric has constant holomor-
phic bisectional curvature —1 and Ric(w) = —w. O

Corollary 16.1.4. Let f: (M, g) — (N, h) be a holomorphic map between
two Hermitian manifolds. If

(1) (M, g) is complete Kahler with Ric(g) > 0.
(2) (N, h) has negative holomorphic bisectional curvature.

Then f is constant.

Proof. Suppose the holomorphic bisectional curvature of N is bounded above
by b < 0. If there exists a non-constant holomorphic map from (M, g) to
(N, h), then it contradicts to Ric(wg) > 0 since by Theorem 16.1.1 one has
if Ric(wy) > awy, then a < 0. O

Corollary 16.1.5. Let f: (M, g) — (N, h) be a holomorphic map between
two Hermitian manifolds such that M is compact with Ric® (w,) > 0 and N
has non-positive holomorphic bisectional curvature. If one of the following
statements holds, then f is a constant.

(1) Ric®(w,) > 0 at some point.

(2) N has negative holomorphic bisectional curvature at some point.

Proof. Let wg be a Gauduchon metric of M and u = try(f*wyp). By Lemma
16.1.1 the integration

/ try vV —100u - w = 0
M
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implies Vdf = 0 and
(97 (©g) 519" 9" o5 £5 17 = (On) 3,5(9” £2 F0) (67 £ £2) = 0

Hence |df| is a constant, and it’s clear from the second equation that (1) or
(2) implies df = 0, that is f is a constant. O

16.2. Schwarz lemmas for holomorphic sectional curvature.

Lemma 16.2.1. There is the following identity

/ SEET 1 _ Db+ Sadyy
cprt €T n(n+1)

where [¢! : -+ : £"] are homogenous coordinates on CP"~! and wgg is the
Fubini-Study metric.

Theorem 16.2.1. Let (M, g) be a Hermitian n-manifold, (/V, h) be a Kéhler
n-manifold and f: (M,g) — (N, h) be a non-constant holomorphic map.
Suppose that

(1) Ric®(g) > —Awg + pf*wp, for continuous functions A, pn with p > 0.
(2) holomorphic sectional curvature of h is bounded from above by a con-
tinuous functions —x < 0.

Then

try V—=190u > —\u + <(7ﬂ_’_21)f}'i + ,u) u?
r n

where r is maximal rank of df and u = try(f*wp). Furthermore, outside the
critical points of f one has

tryvV—1001logu > —\ + <(T+1)f,i + M) U

2r n

Proof. Let A, denote the operator = tr,/—199. Then as computation in
Lemma 16.1.1 one has

Agu=[VAf + (979(0)540)9" 9" ks f3 F2 — (On) o5 £ LD GT £ 12)

i il

For part I, one has
~ gkigki kg pl B
I>g9 (@h)ﬁkiT‘g 9" hogly Ja
= (=Agyq + 19" gyho5 17 19 0" b5 5 17
= (=Agy + thgfgflé)gkagplhaﬁf;ff

_)\'u + EILLQ
n
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For part I1, by taking normal coordinate at p € M and f(p) € N we may
assume f* = A0 with Ay > Ay > > Ar(p) > Ar(p)+1 = 0, where r(p) is
rank of df(p). Then try(f*wp) = Zl 1 )\12 Hence

IT = (©4)3.5(9" 12 F7) (0 £ 1)
(@h)agvgff‘ﬁf,jfi,f

ik=1

@ o 2B v o5 [ 00kl + 010k

S Onlpah 1
i l=1

3 §k§

o JEE ks

+1 IR
(:b) %(@h)aﬁfygfi ffflzflé/w

(n+1) (FeENFTEN (LN (e
— an/CPnl(Gh)aﬁw : ‘€|4k l Wrg
©  k(f(p))n(n+1) (1f0€ )2
=TT /cwl T s

where

(a) holds from (N, h) is Kéhler.
(b) holds from Lemma 16.2.1.
(¢) holds from holomorphic sectional curvature of h is bounded from above
by —k.
Since f* = \;05, one has

/ ww”ﬂ _ Z Aidj )\k>\l5a5a5’855(5z 0kt + 0itO5)
et €T T T (1) iy j o

n+1 (ZV +ZA4>

(d) 1 r+1 212
P . E
~n(n+1) r (a Aa)

where (d) holds since r is the maximal numbers of non-zero elements of \,.
Hence one has

(r+1)f*k () f*R
i< LR Sy X DIR,

This completes the proof. O

Corollary 16.2.1. Let (M,w) be a complete Kéhler manifold with Ricci
curvature bounded from below by a positive constant. Then M is compact,
and there is no non-trivial holomorphic map from M into a Kédhler manifold
with non-positive holomorphic sectional curvature.
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Corollary 16.2.2. Let (N, h) be a Hermitian manifold with non-positive
holomorphic sectional curvature. Then any holomorphic map from CP” to
N is constant. In particular, N contains no rational curves.

Corollary 16.2.3. Let (N, h) be a Hermitian manifold with negative holo-
morphic sectional curvature. Then any holomorphic map from torus T? to
N is constant.
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Part 5. Topics
17. CALABI-YAU THEOREM

17.1. Introduction. The investigation into the existence of Kahler-Einstein
metrics is a compelling and extensive topic that traces back to 1954. In
which year Calabi proposed the famous Calabi conjecture, which was finally
solved by Yau in 1976. Firstly, Calabi proved the uniqueness of the solution
and laid out the program of proving the existence by the method of conti-
nuity and also pointed out the openness and the need of a priori estimates
in [Cal57]. The very easy a priori zeroth oreder estimate for the case of
negative first Chern class was firstly given by Aubin in [Aub78], but he did
not apply his a priori estimate to the continuity method. Instead he used
the method of variation which is rather difficult to comprehend.

Yau made the important contribution of using Morser’s method of inte-
gration by parts and iteration by Sobolev inequality to get a priori zeroth
oreder estimate.

Theorem 17.1 ([MR054],[Yau78b]). Let (X,wy) be a compact Kéhler man-
ifold. If © is a real (1,1)-form which represents 2mc; (X ), then there exists
a unique metric w € [wy] such that Ric(w) = Q.

This remarkable result establishes several related results which are of
fundamental importance in the study of complex manifolds.

Corollary 17.1.1. Let (X, wy) be a compact Kéhler manifold with ¢;(X) =
0. Then there exists a unique Ricci flat metric.

Corollary 17.1.2. Let (X, wy) be a compact Kéhler manifold with ¢; (X)) >
0. Then M is simply-connected.

Corollary 17.1.3 ([Yau77]). Every complex surface which is homotopic
equivalent to CP? is biholomorphic to CP?

17.2. The Monge-Amperé equation and priori estimates.

17.2.1. The reformulation of Calabi conjecture in Monge-Amperé equation.
The Calabi conjecture can be reduced to a problem of fully non-linear partial
differential equations. By Lemma 9.3.1, that is d0-lemma, one has

w = wy +V—199¢
where ¢ is the smooth function we desire. Again by 90-lemma one also has
Ric(wy) = Q + V—190F

where F is a smooth function which is unique up to a constant. If we
consider the normalization
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then F' is unique. Suppose Ric(w) = 2. Then
Ric(w,) — Ric(w) = v/~109F
that is
V100108 - =/ T00F
g

which is equivalent to the following equation

n _ eF—l—Cwn

w g

and by nomalization of F' one has C' = 0. Thus in order to solve Calabi con-
jecture, it suffices to solve the following complex Monge-Amperé equation:

{(wg +V/—180p)" = et'w?

erngzl

(17.1)

Theorem 17.2.1 ([Cal57]). The solution of (17.1) is unique.
Proof. Suppose @1, po are two solutions. Then
0=wp —wh = (w1 —wa) (W 4 +wi™h
= V=109(p1 — po) (Wi 4+ wp )
If we define ¥ = 1 — o, then

—/ wx/—la(?w/\(w?_l+~-+wg_l)@/ O NI A (Wi + -+l
X X

@1
> ~ [yt
n

where

(1) holds from integration by parts and wq,wy are Kéhler forms.
(2) holds from (2) of Proposition 6.3.3 and positivity of wy, wa.

This shows 9y = 0, and thus 1 is a constant, which completes the proof. [J

To solve the existence of solution of (17.1), Yau used the continuity
method. Consider a sequence of equations as follows

tF

(17.2) det(g;5 + ¢5) = T det(g;7)

x ¢y
It’s clear (17.2) is solvable at ¢ = 0, and thus consider the following set is
non-empty

I ={t €[0,1] | equation (17.2) is solvable}

The openness of I can be relatively easily demonstrated through the appli-
cation of the inverse function theorem. However, the true challenge lies in
establishing its closedness. To accomplish this, a series of rigorous a priori
estimates are essential.

)
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17.2.2. CY-estimate.

Theorem 17.2.2 (C%-estimate). Suppose ¢ is a solution of (17.1). Then
there exists constant C' depending on X, wg, F' such that

supp —infep < C

Proof. Without lose of generality we may assume sup ¢ = —1. Then Green
formula says

1 n 1 n
(p(fL’) = V /(p(y)wg - V/G(l’,y)AgO(y)wg
and w — wy = v/—199¢p implies

try \/—1854,0 =tryw—n=>n

Assume G > 0, if p(p) = —1, then

—1=(p)
= / o) — o / G(p. y) Ao (y)w]
< é/@(y)w’;Jr‘l//nG(p,y)wg

this shows
lollz = — / o < C

For Ls-estimate, note that

Jeter =1y = [ ot - )
= /@(\/Tlﬁatp)(w"_l +---+ wg_l)
< [10auy
that is
[ 100wy < nsuple” ~ 1) [ foluy < s
that is |[Ve||3. < C3, and by Poincaré inequality one has

o —2ll2 < Cal[Vel| 2

that is |||l 2 < Cs.
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For p > 2, set ¥ = —¢, one has

/w”_l(eF — Dwg = — /wp_1ﬁ86¢ AWt 4 -I-wg_l
- /(p — DYP 210 Ao A (W -

> [o- e 2v=100 £ B0 Ay
- 74(195 D) /ﬁagﬁ ANOYE AL

4 P — 1 P n
= (mﬂ)/mwy?wg
/ 9031w < Cop / oL

IV 1132 < Copllv|Ib2
The Sobolev inequality shows for all f € WH9(X,w,), one has

£ gua < Colfllwra

This gives

that is

Set f = 1/1% and ¢ = 2, one has
LNy il § . . 2
([ 675 =1 = IR
<Cul [ 1vukPup + [ )

< Co(plly[752: + 1117,
S ClOprHLp

This gives
191, ey <C1op””1/)”LP

Set p, = (:5)*p, then

1

k
9]l poesr < (CroPr)Pe[[¢| pow < H Cropy) " [16]11r

This gives
[¥llzee < Cll|ze
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17.2.3. C%-estimate.

Theorem 17.2.3. Suppose wy, is a solution of (17.1). Then there exists a
constant ¢ depending on X, w,, I’ such that

-1
cwg S wp < cwy

Proof. 1t suffices to prove try wy, < ¢ since linear algebra yields the following
inequality

1 Wy

t < . t n—li.q

rhwg_n_l(rgwh) "

By Corollary 16.1.1, that is Schwarz computation, one has

ij kg pl ij q
Iy wp (h (Og)ijig 9" g — h ](eh)ﬁzﬁgpq)

where A, = trj, /—199. Since (X, g) is a given Kéiher manifold, one has its
curvature is bounded from below by —B as follows

(©g)i51 = —B(9:391 + 9:9x3)

Aplogtry wy > :

Then _ o o
W (©g) 419" 9" hg = —B(959,7 + 9,197)9™ 9" h hy
1 —
=-B(1+ ﬁ)éfégh”hpq
=—(n+1)B
On the other hand, one has
hij(@h)z’qugpq = <gij(@g)7;qu - Fp@) 9Pl = s — Fyqg"
where Ric(wy) = Q++/—190F and s is the scalar curvature of (X, g). Then
by try wg trg wp, > n? one has
1
Ap log trgwy, > 3 ((n+1)B + ¢o) trp wy
co
> —2Btrpwg — o) trg wp,
where ¢g = (s — F,ggP?). Note that
App = hjkgpﬁ = hjk(hjE — gjf) =n—trywy
Then there exists an appropriate A such that
Ap(logtrg wp + Ap) > trpwg — C4
If log trg wp, + A obtain its maximum at p € X, then tr, wy(p) < C1, and
again by trick of linear algebra one has
trywn(p) < C

for some constant Cs. Since p is the point such that log try wy, + A obtains
its maximum, then by C°-estimate there exists some constant C' such that

trgwp < C
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This completes the proof. ([
17.2.4. C3-estimate. Let (Fg)fj and (Fh)fj denote the Christoffel symbols of
g and h respectively, and set
k k k
Sij - (Fh)ij - (Fg)ij
Suppose we have the following C?-estimate
c_lwg <wp < awy

Lemma 17.2.1. There exists a constant C depending on X, wy, F', ¢ such
that
Aw|SJ; > =C|SJ; = C

Lemma 17.2.2. There exists a constant C' depending on X, wy, F, ¢ such
that
S| < C

17.3. Proof of Calabi-Yau theorem.

Theorem 17.3.1. Let (X, w,) be a compact Kéhler manifold. Then for any
k>3 and F € C*(X,R), the complex Monge-Amperé equation

wy = ef'whg
wp = wy +/—100¢
[y efwy = [y wy
has a solution ¢ € CFFLe(X).
17.4. Aubin-Yau theorem.

17.4.1. Uniqueness of Kahler-FEinstein metric when c¢1(X) < 0.

Lemma 17.4.1. Let X be a compact complex manifold. Then there exists
at most one Kéhler metric w such that Ric(w) = —w.

Proof. Suppose that there are two Kéhler metrics w; and ws such that
Ric(wr) = —wy
Ric(wg) = —wo

By 00-lemma, there exists ¢ € C*°(X,R) such that w; = wy + v/ —199¢, so
one has

— — wn

vV—=100p = v/—190log —11

)

In other words, there exists a constant ¢ such that
Wit = efteul

Suppose ¢ attains its maximum at point p, that is, /—199¢(p) < 0. Then
w1 = wy + vV —100p < wsy
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which implies e?®)+¢ < 1. This shows ¢ + ¢ < ¢(p) + ¢ < 0. Similarly, if ¢
attains its minimum at ¢, then e?(9+¢ > 1 and ¢ + ¢ > ¢(¢) + ¢ > 0. Hence
@+ ¢ =0, and thus w; = ws. U

17.4.2. The reformulation of Aubin- Yau theorem in Monge-Amperé equation.

Theorem 17.4.1 (Aubin-Yau). Let X be a complex manifold with ¢;(X) <
0. Then there exists a unique Kéhler metric w € 2m¢;(X) such that Ric(w) =
—w.

Proof. Let w, be any Kéhler metric in [—27c1(X)]. Then by 09-lemma there
exists a smooth function F' such that

Ric(wy) = —wy + V—190F

since [Ric(wy)] = 2mc1(X). Let w be another Kéhler metric such that [w] =
[wg]. Again by d0-lemma there exists a smooth function ¢ such that

w = wy +v—199¢

Then Ric(w) = —w is equivalent to
V/—108log % = V=100(F + )
g

or in other words, there exists a constant C' such that

W = €F+<P+ng

By rescaling F' we may assume C' = 0, so Aubin-Yau is equivalent to solve
the following complex Monge-Amperé equation:

(17.3) {(wg T VTT0Bg) = eFreun

F4+p, n _
er wg—l

17.4.3. CO-estimate.
Theorem 17.4.2 (C%-estimate). Suppose ¢ is a solution of (17.3). Then

sup [p| < sup |F|
X X

Proof. As argument in Lemma 17.4.1, at maximum point p of ¢, one has
¢+ F(p) < p(p) + F(p) <0, 50

supp < —F(p) <sup |F|
X X

Similarly, at minimum point ¢ of ¢, ¢ + F(q) > ¢(q) + F(¢q) > 0 and
inf p > —F(q) > —sup|F|
X X

Hence supy |¢| < supy |F. O
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17.4.4. C?%-estimate.

Theorem 17.4.3 (C?-estimate). There exists a uniform constant C' de-
pending on X, wg, F' such that

Cilwg <w < Cuwy
Proof. The same as Theorem 17.2.3. O

17.4.5. C3-estimate. Given the C?-estimate and C?-estimate, the C3-estimate
is very similar to that in the proof of Calabi-Yau theorem. Here we formu-
late a general setup. Let (Fg)fj and (I‘h)fj denote the Christoffel symbols of
g and h respectively, and set

k k k

Sij - (Fh)ij - (Fg)ij

Suppose we have the following C?-estimate

c_lwg < wp < cwy
Theorem 17.4.4 (C3-estimate).

17.4.6. Proof of Aubin-Yau theorem.
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18. DEFORMATIONS OF COMPLEX STRUCTURE

18.1. The Maurer-Cartan equation. Recall that a complex structure on
a smooth manifold M is encoded by an integrable almost complex structure
J, and two complex manifolds (M, J) and (M’, J") are isomorphic if there
exists a diffeomorphism F': M — M’ such that dF o J = J' o dF. Thus the
set of all complex structures on a fixed smooth manifold M is the quotient
of the set

Ac(M) :={J | J is an integrable almost complex structure on M}

of all complex structures by the action of the diffeomorphism group. Firstly
let’s consider the set

Age(M) :={J | J is an almost complex structure on M}

For arbitrary almost complex structure J € Ag.(M), it’s uniquely de-
termined by a decomposition of the complexified tangent bundle TcM =
TYOM @ TO'M with J is v/=1id on TH°M and —/—1id on T®'M. In
fact, giving T%'M C TcM is enough, since we can set THOM = TOLM . If
J(t) is a continuous family of almost complex structure with J(0) = J, there
is a continuous family of such decompositions TcM = Ttl’OM o T to’lM , Or
equivalently, of subspaces Tto’lM C1IcM.
Thus for small ¢ the deformations J(¢) of J gives a map

o(t): TO'M — TOM

with v+ ¢(t)v € TtI’OM. Conversely, if ¢(t): T%'M — TYOM is given, then
one defines for small ¢

THOM = (id 4¢(t)) (T M)

Here the condition ¢ to be “small” has to be imposed in order to ensure
that with this definition Ttl’OM C TcM — THOM is an isomorphism. Thus
deformations of almost complex structure is encoded by such a map ¢(t).
Now for convenience we assume J is an integrable almost complex, and thus
we denote (M, J) by X. In particular, there is @ operator on the holomorphic
tangent bundle TX, which can be applied to ¢(t) € C*>°(X, Qg&l ® THX).
The following proposition shows that the integrability condition for de-
formation of the almost complex structure can be rephrased in terms of

(t).

Proposition 18.1.1. The integrability condition is equivalent to the Maurer-
Cartan equation

96(t) + [¢(t), ¢(1)] = 0

Proof. Tt suffices to compute locally so we write ¢(t) with respect to local
coordinate {z!,...,2"} as follows

D
¢(t) = ¢; (1)dz" & 7z
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The integrability condition implies [TtO’IX ) TtO’IX | C Tto’lX , 80 in particular
one has
0 0 0

)+ ‘b(t)(azﬂ] e TOIX

o+ o

A direct computation yields

(|omhtrm] + |l o] + |0k | ) e T

Note that

2 o] - 8?15)5;
o -2

This shows
o ;.0 09 [odlty aelt)\ & d
[aziﬂﬁk(t)w}*‘[(?g(t)aﬂ?azk} = < o5 oz ) F i = 0¢(t )(87?’

On the other hand, note that

6(0).00)] = a5° £ 2 610 15 6h(0) 5
Thus
(05 ki) 50| = 1600001 )
So integrability condition implies
= o 0 0,1
A0) + [6(0) 60 o o) € THX

This shows 9(t) + [¢(t), ¢(t)] is a section of Qg&z @ (TY°X N T X)), but for
sufficiently small ¢ one has 720X N T, to’lX = 0. This shows

a(t) + [¢(1), ()] = 0

Conversely, if the Maurer-Cartan equation holds, then the integrability con-
dition holds for a local frame of Tto’lX , and thus for all sections of Tto’lX . g

Now let’s consider the power series expansion of a given deformation ¢(t)
as follows

P(t) = o + 1t + dot® +

The Maurer-Cartan equation gives

(Z ?bth) + Z ¢la ¢] tH_] =0

5,j=1
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This yields a recursive system of equations
0= d¢
0 = 0 + [¢1, 1]

0=0¢k+ Y [idri
0<i<k
In particular, the first-order deformation of the complex structure is deter-
mined by a d-closed (0,1)-form ¢; with valued in TX. Thus it determines
an element [¢1] € HY(X,TX).

Definition 18.1.1 (Kodaira-Spencer class). The Kodaira-Spencer class of
a one-parameter deformation J(t) of a complex structure J is the induced
cohomology class [¢1] € HY(X, TX).

Proposition 18.1.2. Let X be a complex manifold. There is a natural bi-
jection between all first-order deformations of X and elements of H(X,TX).

Corollary 18.1.1. A first-order deformations v € H'(X,TX) cannot be
integrated if [v,v] € H?(X,TX) does not vanish.
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19. HERMITIAN-YANG-MILLS METRIC

Definition 19.1 (Hermitian-Yang-Mills metric). Let (X,w) be a compact
Kéhler manifold and (E,h) be a holomorphic vector bundle over X with
Chern curvature ©p. The metric h is called an Hermitian-Yang-Mills metric
if

tr, ©p = AI
for some constant A € R, where [ is the identity operator in End E.
Remark 19.1 (local form). Suppose the Chern curvature ©y, is locally given

[e%
by (Qh)ﬁz‘j’ where -
(04) = D(h™TOhsy).

Then the Hermitian-Yang-Mills equation is

97(On)55 = A3,
where w = \/jlgﬁdzi A dZ.

The final goal of this section is to introduce the following two celebreated
theorems of existence of Hermitian-Yang-Mills metrics.

Theorem 19.1 ([UY86]). Let (X,w) be a compact Kéhler manifold and F
be an w-stable holomorphic vector bundle over X. Then E admits a unique
Hermitian-Yang-Mills metric.

Theorem 19.2 ([Sim88]). Let (X,w) be a compact Kéhler manifold and
(E,0) be an w-stable Higgs bundle over X. Then (E, §) admits an Hermitian-
Yang-Mills metric.

Along the way, we're going to talk the following topics

w-stabilities of holomorphic vector bundle.

(1)
(2)
(3) Higgs bundles.
(4)

1
2
3
4

19.1. Stable bundle. In this section, X always denotes a complex mani-
fold.

Definition 19.1.1 (degree). Let 7: E' — X be a holomorphic vector bundle.
The degree of E is defined as

deg(E) ::/Xcl(E).

Definition 19.1.2 (slope). Let 7: E — X be a holomorphic vector bundle.
The slope of E is defined as

_ deg(E)

u(E) : k()
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Remark 19.1.1. Note that the slope of a holomorphic vector bundle is inde-
pendent of the holomorphic structure, since both the degree and rank are
topological invariants.

Definition 19.1.3 (slope stability). Let 7: E — X be a holomorphic vector
bundle.

(1) E is said to be stable if for every non-trivial holomorphic subbundle F,
p(F) < p(E);

(2) FE issaid to be semi-stable if for every non-trivial holomorphic subbundle
F, p(F) < p(E);

(3) E is said to be unstable if it’s not semi-stable.

Remark 19.1.2.

(a) It’s clear that all holomorphic line bundles are stable, since they don’t
have non-trivial subbundles;

(b) A semi-stable vector bundle with coprime rank and degree is actually
stable, since

(¢) The slope stability is not topological invariant, since here we only con-
sider holomorphic subbundles, which depends on the holomorphic struc-
ture.

Proposition 19.1.1. Let 7: E — X be a holomorphic vector bundle.

(1) It’s stable if and only if for every non-trivial holomorphic subbundle F,

W E/F) > p(E);
(2) It’s semi-stable if and only if for every non-trivial holomorphic subbundle
F, u(E/F) > u(E).
Proof. Denote r,7’, 1" the ranks of E, F, E/F respectively, and d,d’,d” their
degrees respectively. From exact sequence
0—-E—FE—E/F—0
one has r =7’ + 7" and d = d’' + d”, thus
d/ d/ + d// d/ d// d/ + d// d//
v 4 o r’+r”<ﬁ
and likewise with the case semi-stable. (]
A philosophy is that semi-stable bundles don’t admit too many subbun-
dles, since any subbundle they may have is of slope no greater than their

own. This turns out to have many interesting consequences we’re going to
show, for example, the category of semi-stable bundles is abelian.

Lemma 19.1.1. If ¢: E — E’ is a non-zero homomorphism of holomorphic
vector bundles over X, then

n(E/ ker ) < pu(im )

Proposition 19.1.2. Let E, E’ be two semi-stable bundles such that u(E) >
w(E"). Then any homomorphism ¢: E — E’ is zero.
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Proof. If ¢ is non-zero, since F is semi-stable, then

G 2)
pime) > u(E/kerp) > u(E) > u(E')

where

(1) holds from Lemma 19.1.1;
(2) holds from Proposition 19.1.1.

which contradicts to the semi-stablity of E'. O

Proposition 19.1.3. Let ¢: E — E’ be a non-zero homomorphism of semi-
stable holomorphic of slope p. Then ker ¢ and im ¢ are semi-stable bundles
of slope p, and the natural map E/ ker ¢ — im ¢ is an isomorphism.

Corollary 19.1.1. The category of semi-stable bundles of slope p is abelian,
and the simple object'® in this category is the stable bundles of slope .

Proof. By Proposition 19.1.3 one has the category of semi-stable bundles of
slope p is abelian. A stable bundle E is simple in this category, since it
admits no non-trivial subbundles with slope u; Conversely, if a semi-stable
bundle F is simple, then any non-trivial subbundle F' satisfies u(F') < u(E)
since F is semi-stable and p(F') # p(FE) since E is simple, this shows F is
stable. O

Proposition 19.1.4. Let F, E’ be two stable holomorphic vector bundles
over X with same slopes and ¢: E — E’ be a non-zero homomorphism.
Then ¢ is an isomorphism.

Proof. Since ¢: E — E’ is a non-zero homomorphism between stable bun-
dles with same slopes, then by Proposition 19.1.3 one has ker ¢ is either 0
or has slope p(F), but E is actually stable, then ker ¢ must be 0, and since
 is strict, this shows ¢ is injective. Likewise, im ¢ # 0 and has slope u(E’),
then it must be E’ since E’ is stable. Then again by ¢ is strict, imy = E’
impiles ¢ is surjective. Therefore ¢ is an isomorphism. U

Proposition 19.1.5. If E is a stable bundle over X, then End £ = C. In
particular, Aut & = C*.

Proof. Let ¢ be a non-zero endomorphism of E, by Proposition 19.1.4 one
has ¢ is an automorphism, so End E is a field, which contains C as its
subfield of scalar endomorphisms. For any ¢ € End E, by Cayley-Hamilton
theorem one has ¢ is algebraic over C, and since C is algebraic closed, this
shows End £ = C. O

Corollary 19.1.2. A stable bundle is indecomposable, that is it’s not iso-
morphic to a direct sum of non-trivial subbundles.

Proof. The automorphism group of £ = E; & Fy contains C* x C*, so by
Proposition 19.1.5 it can’t be stable. O

18Recall a simple object in an abelian category is an object with no non-trivial sub-
object.
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Theorem 19.1.1 (Jordan-Hélder filteration). Any semi-stable bundle of
slope p over X admits a filteration
O=EyCE{C---CE,=F
by holomorphic subbundles such that for each 1 <14 < k, one has
(1) E;/E;_ is stable;
(2) W(Ei/Ei1) = u(E).
Proposition 19.1.6 (Seshadri). Any two Jordan-Hoélder filterations
S:0=FEyCFE,C---CE,=F
and
S":0=FEyCcEjC---CE/=F
of a semi-stable bundle E have same length, and the associated graded
objects
gr(S) 0= El/Eo D--- @Ek’/Ek—l
and
gr(§"):0=E|/Ey®---® E./E);_,
satisfy B;/E;—1 = E//E!_| forall 1 <i <k.
Definition 19.1.4 (poly-stable bundle). A holomorphic vector bundle E

over X is called poly-stable if it is isomorphic to a direct sum F1 ® --- @ E,
of stable bundles of the same slope.

Example 19.1.1. A stable bundle is poly-stable.

Example 19.1.2. The graded object associated to any Jordan-Holder filter-
ation of a semi-stable bundle E is a poly-stable, and by Proposition 19.1.6,
it’s unique up to isomorphism, this isomorphic class is denoted by gr(FE).
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Part 6. Appendix
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20. SHEAF AND COHOMOLOGY
20.1. Sheaves. Along this section, X denotes a topological space.

20.1.1. Definitions and Fxamples.

Definition 20.1.1 (sheaf). A presheaf of abelian group % on X consisting
of the following data:

(1) For any open subset U of X, .#(U) is an abelian group.
(2) If U C V are two open subsets of X, then there is a group homomor-
phism ryy: Z#(U) — Z (V). Moreover, above data satisfy
I Z(@)=0.
11 rvuv = id.
III If W C U C V are open subsets of X, then ryw = ryw o ryy.
Moreover, % is called a sheaf if it satisfies the following extra conditions

IV Let {V;}icr be an open covering of open subset U C X and s €
F(U). If sy, :=ryv,(s) =0forall i € I, then s = 0.

V Let {V;}ier be an open covering of open subset U C X and s; €
F(Vi). It silvinv; = sjlviny; for all 4,5 € I, then there exists s €
Z(U) such that s|y, = s; for all ¢ € I.

Example 20.1.1 (constant presheaf). For an abelian group G, the constant
presheaf assign each open subset U the group G itself, but in general it’s
not a sheaf.

Definition 20.1.2 (morphism of presheaves). A morphism ¢: . % — ¢
between presheaves consisting of the following data:

(1) For any open subset U of X, there is a group homomorphism p(U): #(U) —

G (U).
(2) If U C V are two open subsets of X, then the following diagram com-
mutes

F(U )Mg(U

F(V >M (V)
Notation 20.1.1. For convenience, for s € .#(U), we often write ¢(s)
instead of (U)(s).

Remark 20.1.1. The morphisms between sheaves are defined as morphisms
of presheaves.

Definition 20.1.3 (isomorphism). A morphism of presheaves ¢: . F — ¢
is called an isomorphism if it has two-sided inverse, that is, there exists a
morphism of presheaves ¢: 4 — % such that ¥y = id g and ¢y = idg.

Remark 20.1.2. A morphism of presheaves ¢: .% — ¢ is an isomorphism if
and only if for every open subset U C X, p(U) — ¢(U) is an isomorphism
of abelian groups.
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20.1.2. Stalks.

Definition 20.1.4 (stalks). For a presheaf .# and p € X, the stalk at p is
defined as

Fy =iy F(U)

Remark 20.1.3 (alternative definition). In order to avoid language of direct
limit, we give a more useful but equivalent description of stalk: Forp € UNV/,
sy € Z(U) and sy € F(V) are equivalent if there exists p e W CUNV
such that sy|w = sy|w. An element s, € .%,, which is called a germ, is an
equivalence class [sy].

Notation 20.1.2.

(1) For s € #(U) and p € U, s|, denotes the equivalent class it gives.
(2) For sy, € %, s € #(U) denotes the section such that s|, = s,,.

Definition 20.1.5 (morphisms on stalks). Given a morphism of sheaves
p: F — ¢, it induces a morphism of abelian groups ¢,: #, — ¥, as
follows:

op: Fp =Y

sp = p(8)]p-

Remark 20.1.4. It’s neccessary to check the ¢, is well-defined since there are
different choices s such that s|, = s,,.

Proposition 20.1.1. Let ¢: . % — ¢ be a morphism between sheaves.
Then ¢ is an isomorphism if and only if the induced map ¢,: .%, = 9, is
an isomorphism for every p € X.

Proof. 1t’s clear if ¢ is an isomorphism between sheaves, then it induces an
isomorphism between stalks. Conversely, it suffices to show ¢(U): .Z#(U) —
¢ (U) is an isomorphism for every open subset U C X.

(1) Injectivity: For s,s" € .Z(U) such that ¢(s) = ¢(s'), by passing to stalks
one has ¢, (s|,) = pp(s'|p) for every p € U, and thus s|, = /|, since ¢,
is an isomorphism. By definition of stalks there exists an open subset
V, C U containing p such that s agrees with s’ on V,,. Then it gives an
open covering {V,} of U, and by axiom (IV) one has s = s’ on U.

(2) Surjectivity: Fort € ¢ (U), by passing to stalks there exists s, € .%, such
that ¢,(sp) = t|, for every p € U since ¢, is surjective. By definition of
stalks there exists an open subset V,, C U containing p and s € .#(V})
such that ¢(s) = t on V,. This gives a collection of sections defined
on an open covering {V,} of U, and by injectivity we proved above one
has these sections agree with each other on the intersections. Then by
axiom (V) there exists a section s € #(U) such that ¢(s) = t.

O
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20.1.3. Sheafification. In Example 20.1.1, we come across a presheaf that
is not a sheaf. To obtain a sheaf from a presheaf, we require a process
known as sheafification. One approach to defining sheafification is through
its universal property.

Definition 20.1.6 (sheafification). Given a presheaf .# there is a sheaf .#*
and a morphism 6: . — . with the property that for any sheaf ¢ and
any morphism ¢: .# — ¢ there is a unique morphism @: 1T — ¢ such
that the following diagram commutes:

F 259
lo >~
g-&-

The universal property shows that if the sheafification exists, then it’s
unique up to a unique isomorphism. One way to give an explicit construction
of sheafification is to glue stalks together in a suitable way. Let .Z(U) be
a set of functions

f:U— H Fp
peU
such that f(p) € %, and for every p € U there is an open subset V,, C U
containing p and t € .%(V}) such that t|, = f(q) for all g € V,.

Proposition 20.1.2. .# T is the sheafication of .Z.

Proof. Firstly let’s show .Z T is a sheaf: It’s clear .#Z ' is a presheaf, so it
suffices to check conditions (IV) and (V) in the definition. Let U C X be
an open subset and {V;} be an open covering of U.

(1) If s € FT(U) such that s|y; = 0 for all ¢, then s must be zero: It suffices
to show s(p) =0 for all p € U. For any p € U, then there exists an open
subset V; contains p, hence s(p) = s|y;(p) = 0.

(2) Suppose there exists a collection of sections {s; € #T(V;)}icr such that

silvinv; = sjlviny;

holds for all 4, j € I. Now we construct s € #*(U) as follows: For p € U
and V; containing p, we define s(p) = s;(p). This is well-defined since s;
agree on the intersections, so it remains to show s € Z+(U). It’s clear
s(p) € #p. For p € U, there exists V; containing p, and thus there exists
W; C V; containing p and ¢ € .Z#(W;) such that t|, = s;(¢) = s(¢) for all
q€Vp.

There is a canonical morphism 6: .# — Z T as follows: For open subset

UCX, and s € .Z(U), 6(s) is defined by

0(s): U — [ %
peU
D Sp.
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Note that if .7 is a sheaf, the canonical morphism 6: . % — .Z 7T is an iso-

morphism.

(1) Injectivity: If s € #(U) such that s|, = 0 for all p € U, then there
exists an open covering {V;}ier of U such that s|y, = 0, by axiom (IV)
of sheaf one has s = 0.

(2) Surjectivity: For f € .Z7(U) and p € U, there exists p € V,, C U and
t € F (V) such that f(p) = t|, by construction of .Z*. Then glue these
sections together to get our desired s such that 6(s) = f.

Finally let’s show .Z* statisfies the universal property of sheafification.

A morphism of presheaves ¢: % — ¢ induces a map on stalks

op: Fp — Y.
For f € Z#1(U), the composite of f with the map
H ©p: H Fp — H <,
peU peU pelU
gives a map @(f): U — [[,cyy %, and in fact ¢(f) € 47 (U): For p € U,
o(f)(p) € 9, since f(p) € Fp and p,: F, — 4,. If for all ¢ € V,, we have
t’q = f(Q)a then

P()(@) = pa(f(@) = ¢q(tly) = ©(t)lg-

Since ¥ is a sheaf, the canonical morphism ¢': 4 — 47 is an isomorphism,
so we can define 3: =6~ op. Now let’s show o = pof =0 "Lopoh. It’s
easy to show they coincide on each stalk since ¢, = 0;;1 o ¢p o 0, and thus
@ = o6 by Proposition 20.1.1. Furthermore, uniqueness follows from the
fact that @, is uniquely determined by . (]

Remark 20.1.5. From the construction, one can see the stalk of .Z 1 at p is
exactly Z,.

Remark 20.1.6. The sheafification can be described in a more fancy language:
Since we have sheaf of abelian groups on X as a category, denote it by Aby,
and presheaf is a full subcategory of Aby, there is a natural inclusion functor
¢ from category of sheaf to category of presheaf. The sheafification is the
adjoint functor of «.

Example 20.1.2 (constant sheaf). For an abelian group G, the associated
constant sheaf G is the sheafication of the constant presheaf. By the con-
struction of sheafification, G can be explicitly expressed as

G(U) = {locally constant function f: U — G}

20.1.4. Exact sequence of sheaf. Given a morphism ¢: .F — ¥ between
sheaves of abelian groups, there are the following presheaves

U — ker p(U)
U imp(U)
U +— coker p(U),
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since p(U): F(U) — 4(U) is a group homomorphism.
Proposition 20.1.3. Kernel of a morphism between sheaves is a sheaf.

Proof. Let {V;}ier be an open covering of U.
(1) For s € ker p(U), if s|y; = 0, then s = 0 since s is also in .Z(U).
i i ilvnv; = Sjlvinv;
(2) If there exists s; € ker ¢(V;) such that s;|v;nv; = s;|v;ny;, then they glue
together to get s € . (U). Note that

e(U)(s)lv; = (Vi) (slv;) = ¢(Vi)(si) = 0
Then s € ker o(U).
]

But the image of morphism may not be a sheaf. Although we can prove
the first requirement in the same way, the proof for the second requirement
fails: If there exists s; € im ¢(V;), and we can glue them together to get a
s € 9(U), but s may not be the image of some t € .#(U). The cokernel fails
to be a sheaf for the same reason.

Definition 20.1.7 (image and cokernel). Let ¢: .7 — ¢ be a morphism
between sheaves of abelian groups. Then the image and cokernel of ¢ is
defined to be the sheafification of the following presheaves

U imp(U)

U — coker p(U)

respectively.

Definition 20.1.8 (exact). For a sequence of sheaves:

. i—1 . % .

o FNEL gL g
It’s called exact at .#, if ker o' = im ¢*~!. If a sequence is exact at every-
where, then it’s an exact sequence of sheaves.

Definition 20.1.9 (short exact sequence). An exact sequence of sheaves is
called a short exact sequence if it looks like

0.7 259 Y w50

Proposition 20.1.4. Let ¢: % — ¢ be a morphism between sheaves of
abelian groups. Then for any p € X, one has

(ker @), = ker ¢,

(im ), = im @y,
Proof. For (1). It’s clear (ker ), C ker,. Conversely, if s, € ker ¢, then
©p(sp) = 0 € 94,. In other words, there exists an open subset U containing
p and s € #(U) such that s|, = s, and ¢(s)|, = 0, which implies there is
another open subset V' containing p such that ¢(s)|y = 0. Hence ¢(s|y) =0,
that is, s|y € ker p(V'). Thus s, = (s|v)|p € (ker ¢),.
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For (2). It’s clear (im¢), C im¢), since the sheafication doesn’t change
stalk. Conversely, if s, € im ¢, then there exists ¢, € .%, such that ¢,(t,) =
sp. Suppose t € .Z (U) is a section of some open subset U containing p such
that t|, = t,. Then ¢(t)|, = ¢p(tp) = sp. In other words, s, is in the stalk
of the image presheaf at p, but the sheafication doesn’t change stalk, so we
have s, € (im¢),,. O

Corollary 20.1.1. The sequence of sheaves

. i—1 . i .
o FUNEL g g

is exact if and only if the sequence of abelian groups are exact

i—1 1
s i1 PP gi Pp it
>’/p —>J¢p—>e/p — ...

for all p € X.

Corollary 20.1.2. The the sequence of sheaves
0= F =9

is exact if and only if for any open subset U, the following sequence of abelian

groups is exact
0—ZU)—%9 ().

Method one. For any open subset U C X, one has
eU): #(U) =4 (U)
is injective, since by definition we have for any open subset U C X, ker o(U) =
0, that is injectivity. O
Method two. Or from another point of view, for each p € U, we have
op: Fp =Y

is injective. That is ker ¢, = 0. So we obtain (ker ¢(U)), =0 for all p € U.
But for a section s € .#(U) if we have s|, = 0, then we must have s = 0,
and thus ker p(U) = 0. O

Example 20.1.3 (exponential sequence). Let X be a complex manifold and
Ox be its holomorphic function sheaf. Then

0— 2rV—1Z — Ox =2 0% =0
is an exact sequence of sheaves, called exponential sequence.

Proof. The difficulty is to show exponential map is surjective on stalks at
p € X. That is we need to construct logarithms of functions g € O% (U) for
U, a neighborhood of p. We may choose U is simply-connected, then define
dg
logg(q) =logg(p) + | —
Yaq

for g € U, where v, is a path from p to ¢ in U, and the definition of log g(q)
is independent of the choice of v, since U is simply-connected. (|
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Remark 20.1.7. In fact, U is simply-connected is crucial for constructing
logarithm. If we consider X = C and U = C\{0}, then

exp: Ox(U) — Ox(U)
cannot be surjective.

20.2. Derived functor formulation of Sheaf Cohomology. The cate-
gory Aby: sheaves of abelian groups on X. In this section we will introduce
sheaf cohomology by considering it as a derived functor.

Given an exact sequence of sheaf as follows

07 L7 g
By taking its section over open subset U, we obtain a sequence of abelian

groups

U U
0—.7'(U) Y 2) 18 27 w).
Above sequence is not only exact at .Z#'(U), but also is exact at .Z(U). In
other words, the functor given by taking section over open subset is a left

exact functor.

(1) Firstly let’s show ker)(U) 2 im¢(U). For s € .ZF'(U), if we want to
show ¢ o ¢(s) = 0, it suffices to show (1) 0 ¢(s))|, = 0 for all p € U since
Z" is a sheaf. For any p € U, by considering stalk at p we obtain an
exact sequence of abelian groups

0— 7, 2 7, 205 7.
Then we obtain 1, o ¢p(s|,) = 0, which implies (1) o ¢(s))|, = 0.

(2) Conversely, Given s € ker)(U), we have s, € ker, for any p € U. By
exactness of stalks, there exists t, € .7, such that ¢,(t,) = s|,. Thus
there exists an open subset V; containing p and ¢; € #'(V;) such that
o(ti) = s|lv,. Now it suffices to show these t; can be glued together to
obtain t € % (U), and since .7 is a shealf, it suffices to check these t; agree
on intersections V;NVj. Note that ¢(t; —t;|v;nv;) = slvinv; —slviny, = 0,
then these ¢; agree on intersections since ¢ is injective.

Remark 20.2.1. From above argument, we can see that
0= 7 27 Y g
is exact if and only if for any open subset U C X

0— 7/ "D zw) "D 7w

is exact.

In homological algebra, we always consider the derived functor of a left
or right-exact functor. In particular, the functor of taking global section is
a left exact functor, and its right derived functor defines the cohomology of
a sheaf. Before we come into the definition of derived functor, firstly let’s
define the injective resolution of a sheaf.
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Definition 20.2.1 (injective). A sheaf 7 is injective if Hom(—,Z) is an
exact functor.

Definition 20.2.2 (injective resolution). Let .# be a sheaf. An injective
resolution of % is an exact sequence

0=+F =10 T -T2 - ..
where Z' are injective for all 1.
Theorem 20.2.1. Every sheaf admits an injective resolution.

Theorem 20.2.2. Let % — Z°® and 4 — G°® are two resolutions and
¢: F — ¢ be a morphism of sheaves. Then there exists a morphism
¢: I®* — G* which lifts ¢, which is unique up to homotopy.

Definition 20.2.3 (sheaf cohomology). Let .# be a sheaf of abelian groups.
Then

HP(X, F) := HP(I*(X)).

Remark 20.2.2. The Theorem 20.2.2 shows that the definition of sheaf co-
homology is independent of the choice of injective resolution.

Example 20.2.1. By definition, the 0-th cohomology is exact the global
section

HY(X, ) =ker {I°(X) = I'(X)}.
Thus H°(X,.#) = .7 (X), the global sections of sheaf.

Example 20.2.2. If .% is a injective sheaf, then H*(X,.%) = 0 for all i > 0,
since the sheaf cohomology of injective sheaf can be computed by using the
following special injective resolution

0-F L Z5050-...
Theorem 20.2.3 (zig-zag). If
0—>F -9 —H —0

is a short sequence of sheaves, then there is an induced long exact sequence
of abelian groups

0— H'(X,Z) - H"X,9) — H' (X, #) - H'(X,Z) - H(X,9) — ...

Definition 20.2.4 (direct image). Let f: X — Y be continuous map be-
tween topological spaces and % be a sheaf of abelian groups on X. The
direct image of .7, denoted by f..%, is a sheaf on Ydefined by

[ FU) = Z(f71U)).
Proposition 20.2.1. f,: Aby — Aby is a left exact functor.
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Proof. Given an exact sequence of sheaves on X
0~ F -7 —F"
Then we need to show
0— fuiF — fi.F — fF"

is also an exact sequence of sheaves on Y. By Remark 20.2.1 it suffices to
show that for any open subset V' C Y, we have the following exact sequence

0= fuF' (V)= L Z(V) = fLF"(V),
and that’s exactly
0= Z'(f(V) = Z(fH V) = F"(fH(V)).
Since f is continuous, then f~!(V) is an open subset in X, and thus above

sequence of abelian is exact since 0 — %' — .% — %" is exact. O

20.3. Acyclic resolution. In practice it may be difficult for us to choose
an injective resolution, so we usual other resolutions to compute sheaf co-
homology.

Definition 20.3.1 (acyclic sheaf). A sheaf .7 is acyclic if H(X,.#) = 0
for all ¢ > 0.

Example 20.3.1. Injective sheaf is acyclic.

Definition 20.3.2 (acyclic resolution). Let .# be a sheaf. An acyclic reso-
lution of .% is an exact sequence

0.7 A" 5 A 5 A2 .
where A’ is acyclic for all i.

Proposition 20.3.1. The cohomology of sheaf .# can be computed using
acyclic resolution.

In fact, it’s a quite homological techniques, called dimension shifting, so
we will state this technique in language of homological algebra. Let’s see a
baby version of it.

Example 20.3.2. Let F be a left exact functor and 0 -+ A — M; — B — 0
be an exact sequence with M is F-acyclic. Then R F(A) = R'F(B) for
i >0, and R'F(A) is the cokernel of F(M;) — F(B).

Proof. By considering the long exact sequence induced by 0 — A — M —
B — 0, one has

R\ F(M') - R'F(B) = R F(A) — R F(MY)

(1) If i > 0, then R*F(M') = R F(M?') = 0 since M' is F-acyclic, and
thus R F(A) = RIF(B) for i > 0.
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(2) If i =0, then
0— F(M") — F(B) = R'"F(A) =0
implies R'F(A) = coker{F(M') — F(B)}.

Now let’s prove dimension shifting in a general setting.
Lemma 20.3.1 (dimension shifting). If
0 A-M - M?>—5... 5 M™ > B—0

is exact with M* is F-acyclic, then R F(A) = R'F(B) for i > 0, and
R™F(A) is the cokernel of F(M™) — F(B).

Proof. Prove it by induction on m. For m = 1, we already see it in Example
20.3.2. Assume it holds for m < k, then for m = k, let’s split 0 — A —

d .
M' - M? — ... - M* =5 B — 0 into two exact sequences

0 A M - M?>— ... 5 M1 S kerdy, — 0

0 — kerd, — M* %5 B 0.
Then by induction hypothesis, for i > 0 we have
R™F1F(A) = R F(ker dy)
R F(kerd;,) = R'F(B).

Combine these two isomorphisms together we obtain R'TFF (A) = R'F(B
for ¢ > 0, as desired. For i = 0, it suffices to let 7 = 1 in RFFLF(A) =
R'F(ker dy), then we obtain

RFF(A) = R'F(kerd;) = coker{F(M*) — F(B)}.
This completes the proof.

Corollary 20.3.1. If 0 -+ A — M?* is a F-acyclic resolution, then R'F(A) =
H'(F(M?*)).

O

Proof. Truncate the resolution as
0A—-M M - .. M~ 5 B—0
0—=B— M — M - .

Since we already have R'F(A) = coker{F(M*~') — F(B)}, and F is left
exact, one has ' .
F(B) = ker{F(M") — F(M"1)}.
Thus we obtain
R'F(A) = coker{ F(M"™) — ker{F(M") — F(M"™)}} = H(F(M*)).
O

20.4. Examples about acyclic sheaf.
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20.4.1. Flabby sheaf. First kind of acyclic sheaf is flabby'? sheaf.

Definition 20.4.1 (flabby). A sheaf .# is flabby if for all open U C V, the
restriction map # (V) — .Z(U) is surjective.

Now let’s see some examples about flabby sheaves.

Example 20.4.1. A constant sheaf on an irreducible topological space is
flabby.

Proof. Note that the constant presheaf on a irreducible topological space is
a sheaf in fact, and it’s easy to see this constant presheaf is flabby. O

In particular, we have

Example 20.4.2. Let X be an algebraic variety. Then constant sheaf Zx
is flabby.

Example 20.4.3. If .% is a flabby sheaf on X, and f: X — Y is a contin-
uous map, then f,.% is a flabby sheaf on Y.

Proof. For V.C W in Y, it suffices to show f,.# (W) — f..# (V) is surjective,
and that’s
F(fTW) = Z(f7'V)

it’s surjective since .% is flabby. ([
Example 20.4.4. An injective sheaf is flabby.

Proof. Let T be an injective sheaf and V' C U be open subsets. Now we
define sheaf Z;; on X by

Z(W) WcCU
ZU = .
0 otherwise

where Z is constant sheaf valued in Z, and similarly we define sheaf Z,,. By
construction one has Zy (W) = Zy (W) unless W C U and W ¢ V. Thus
we obtain an exact sequence

0—=Zy — Zy.
Applying the functor Hom(—, Z), which is exact, we obtain an exact sequence
Hom(Z;,Z) — Hom(Zy,,Z) — 0.

Now let’s explain why we need such a weird sheaf Z;;. In fact, we will prove
Hom(Z;;,Z) = Z(U). Indeed since ¢: Z;; — Z is a sheaf morphism. Then if
W ¢ U, then ¢(U) must be zero. If W = U, then the group of sections of
Zy(U) over any connected component is simply Z and hence ¢(U) on this
connected component is determined by the image of 1 € Z. Thus ¢(U) can
be thought of an element of Z(U). Now on any proper open subset of U, ¢
is determined by restriction maps. Hence Hom(Z;;,Z) = Z(U), as desired.

1950me authors also call this flasque.
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The same argument shows Hom(Z;;,Z) = Z(V'), and thus we obtain an exact
sequence

Z(U) - Z(V) — 0,
which shows 7 is flabby. O

Our goal is to prove a flabby sheaf is acyclic, but we still need some
property of flabby sheaves.

Proposition 20.4.1. If 0 — .7’ 2y 7 Yy 2" 0 is an exact sequence
of sheaves, and .%’ is flabby, then for any open subset U, the sequence

o(U)

0.7 "D zw) "D 20y >0

is exact.

Proof. 1t suffices to show % (U) — .Z#"(U) — 0 is exact. Here we only gives
a sketch of the proof. Since we have exact sequence on stalks for each p € U
as follows
0= 7, 25 7, 0 Z 0

Then for each s € Z"(U), there exists t, € %, such that ,(t,) = s|p,
so there exists open subset V), C U containing p and ¢t € .# (V) such that
Y(t) = s|y,. If we can glue these t together then we get a section in .7 (U)
and is mapped to s, which completes the proof. However, they may not equal
on the intersection. But things are not too bad, consider another point ¢
and t' € F(V,) such that ¥(t") = s|v,, (t' = t)lv,ny, € ker)(V,NV,) =
im ¢(V, N V). So there exists " € .#'(V, N'V,) such that

¢(t") = (' = )y,
Now since .#" is flabby, then there exists ¢ € .7 (V},) such that t"'|y, v, = t".

And consider t+¢(t"") € F(V,), which will coincide with ¢’ on V,NV,. After
above corrections, we can glue t after correction together. O

Proposition 20.4.2. If 0 — .%' — .% — .Z” — 0 is an exact sequence of
sheaves, and if %’ and . are flabby, then .#” is flabby.

Proof. Take V' C U and consider the following diagram
0
0

Then the desired result follows from five lemma. O

— F'U) —— F(U) —— F"(U) —
F

L] J

— F (V) — F(V) —— F'(V) ——
Proposition 20.4.3. A flabby sheaf is acyclic.

Proof. Let % be a flabby sheaf. Since there are enough injective objects in
the category of sheaf of abelian groups, there is an exact sequence

0= -7 —-2-=0
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with Z is injective. By Example 20.4.4 we have Z is flabby, and thus by
Proposition 20.4.2 we have 2 is flabby. Consider the long exact sequence
induced from above short exact sequence

F(X) = I(X) = 2(X) - H\(X,Z) - H (X,I) — ...

Note that H!(X,Z) = 0 since T is injective, and thus acyclic. Then H!(X,.%) =
coker{Z(X) — 2(X)}. But Proposition 20.4.1 shows that Z(X) — 2(X)
is surjective since .% is flabby, so H'(X,.%#) = 0.

Now let’s prove H*(X,.#) = 0 for k > 0 by induction on k, and above
argument shows it’s true for £ = 1. Assume this holds for £ < n, and
consider

= HY(X,2) - H'(X,Z) - H'(X,I) » H'(X,2) — ...
By induction hypothesis, we can reduce above sequence to
= 0—->H"(X,7)—>0—-H"(X,2)— ...
which implies H"(X,.%#) = 0. This completes the proof. O

20.4.2. Soft sheaf. The second kind of acyclic sheaves is called soft sheaves,
which is quit similar to flabby.

Definition 20.4.2 (soft). A sheaf .7 over X is soft if for any closed subset
S C X the restriction map .#(X) — .#(5) is surjective.

Remark 20.4.1. For closed subset S, the section over it is defined by
F(S) = hﬂ F(U)
SCU
Parallel to Proposition 20.4.1 and Proposition 20.4.2, soft sheaf has the
following properties:

Proposition 20.4.4. If 0 — .F' Oy 7 Yy Z7 0 is an exact sequence

of sheaves, and .%’ is soft, then the following sequence

) 25y P

0— 2'(X) "N 7x) "N 27x) = 0

is exact.

Proposition 20.4.5. If 0 — .%' — % — 7" — 0 is an exact sequence of
sheaves, and if .%’ and .# are soft, then .#” is soft.

Proposition 20.4.6. A soft sheaf is acyclic.

So you may wonder, what’s the difference between flabby and soft since
the definitions are quite similar, and both of them are acyclic. Clearly by
definition of sections over a closed subset, we know that every flabby sheaf
is soft, but converse fails

Example 20.4.5. The sheaf of smooth functions on a smooth manifold is
soft but not flabby.
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Lemma 20.4.1. If .# is a sheaf of modules over a soft sheaf of rings %,
then .# is a soft sheaf.

Proof. Let s € 4 (K) for some closed subset X C X. Then s extends to
some open neighborhood U of K. Let p € Z(K U (X\U)) be defined by

_J1, on K
=0, onx\U

Since Z is soft, then p extends to a section over X, then po s is the desired
extension of s. O

20.4.3. Fine sheaf. Another important kind of acyclic sheaves, which be-
haves like sheaf of differential forms Q’)“( is called fine sheaf. Recall what is
a partition of unity: Let U = {U,};csr be a locally finite open covering of
topological space X. A partition of unity subordinate to U is a collection of
continuous functions f;: U; — [0, 1] for each ¢ € I such that its support lies

in U;, and for any x € X
> filw) =1.

el

Definition 20.4.3 (fine sheaf). A fine sheaf .# on X is a sheaf of /-
modules, where &7 is a sheaf of rings such that for every locally finite open
covering {U; }ier of X, there is a partition of unity

> pi=1
i€l
where p; € o/ (X) and supp(p;) C U;.

Remark 20.4.2. For a sheaf .# on X and a section s € % (X), its support is
defined as

supp(s) :={z € X : s|, # 0}.
Proposition 20.4.7. A fine sheaf is acyclic.

Proof. Let % be a sheaf of o/-modules and a fine sheaf. And choose a
injective resolution

0.7 470 4,70 41 d

such that Z* are injective sheaves of .&7-modules. Let s € ZP(X) such that
ds = 0. Then by exactness of injective resolution we have X is covered by
open subsets U; such that for each 7 there is an element ¢; € Ip_l(Ui) such
that dt; = s|y,. By passing to a refinement we may assume that the cover
{Ui} is locally finite. Let {p;} be a partition of unity subordinate to {U;}.
Then we have t = 3" p;t; € .#P~1(X) such that dt = s. This completes the
proof. O
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Example 20.4.6. Let M be a smooth manifold and 7: £ — M be a vector
bundle. Then the sheaf of smooth sections of E is a C°°(M)-module sheaf,
which is a fine sheaf. In particular, the sheaf of tangent bundle, sheaf of
differential forms Q,; and k-forms Q’fw are fine sheaves.

Remark 20.4.3. As a consequence, it’s meaningless to compute cohomology
of sheaf of differential k-forms, or any other vector bundle over a smooth
manifold. But in complex version, something interesting happens: Let
(X,0x) be a complex manifold and 7: E — X be a holomorphic vector
bundle. Then the sheaf of holomorphic sections of E is not a fine sheaf
since there is no partition of unity may not be holomorphic, so the cohomol-
ogy of holomorphic vector bundle is not trivial, and that’s what Dolbeault
cohomology computes.

For fine sheaf and soft sheaf, we have
Lemma 20.4.2. Fine sheaf is soft.

Proof. Let .7 be a fine sheaf, S C X closed and s € .Z(S). Let {U;} be an
open covering of S and s; € .#(U;) such that

silsnu; = slsnu;-
Let Uy = X — S, and sg = 0. Then {U;}[[{Uo} is an open covering of X.
Without lose of generality, we assume this open covering is locally finite and
choose a partition of unity {p;} subordinate to it. Then

5:= Z pi(si)

is a section in .% (X) which extends s. O

Remark 20.4.4. Until now, we have shown that soft, fine and flabby sheaves
are acyclic. Lemma 20.4.2 shows fine sheaf is soft, and by definition a flabby
sheaf is soft. The Example 20.4.5 shows that soft sheaf may not be flabby,
and constant sheaf on an irreducible space is flabby but not fine. In a

summary, we have the following relations:
Acyclic

Soft
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20.5. Proof of de Rham theorem using sheaf cohomology. As we
already know, for constant sheaf R over a smooth manifold M, we have the
following fine resolution

0-R-509, Lo, 402, -4

And de Rham cohomology computes the sheaf cohomology of R. de Rham
theorem implies that de Rham cohomology equals to the singular cohomol-
ogy with real coefficient. So if we can give constant sheaf another resolution
using singular cochains, we may derive the de Rham cohomology.

We state this in a general setting: Let X be a topological manifold, and
a constant sheaf G over X, where G is an abelian group. Let SP(U,G) be
the group of singular cochains in U with coefficients in GG, and let § denote
the coboundary operator.

Let .#P(G) be the sheaf over X generated by the presheaf U — SP(U, G),

with induced differential mapping .#?(G) N SPHH@).
Similar to Poincaré lemma, we have for a unit ball U in Euclidean space,
we have the following sequence

o 8 NU,G) L s, G L ST ULG)
is exact. So we have the following resolution of the constant sheaf G
0= G — . 7%G) -5 246 L 72G) — . ..

Remark 20.5.1. If M is a smooth manifold, then we can consider smooth
chains, that is f: AP — U, where f is a smooth function. The corresponding
results above still hold, and we have a resolution by smooth cochains with
coefficients in G:
0—G— 7% (G)

So if we choose G = R, then it suffices to show 0 — R — .2 (R) is an
acyclic resolution, then we obtain de Rham theorem.

First, note that .#% is a #2-module, given by cup product on open
subsets. Then by Lemma 20.4.1 and the fact .72 is soft we know that it’s
a soft resolution. This completes the proof.

20.6. Hypercohomology. In homological algebra, the hypercohomology is
a generalization of cohomology functor which takes as input not objects in
abelian category but instead chain complexes of objects.

One of the motivations for hypercohomology is to generalize the zig-zag
lemma, that is, the short exact sequence of sheaves induces a long exact
sequence of cohomology groups. It turns out hypercohomology gives tech-
niques for constructing a similar cohomological associated long exact se-
quence from an arbitrary long exact sequence

0% P9 — -+ —F.—0

Now let’s give the definition of hypercohomology: Let F#®: --- — F =1
Ft — FH1 5 ... be a complex of sheaves of abelian groups, which is
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bounded from below, that is, %™ = 0 for n <« 0. Then .#°® admits an
injective resolution .#® — Z°. In other words,

L Fi Fil
. Ii—l Iz I’H—l

such that
(1) All 7% are injective sheaves.

(2) The induced homomorphism H'(.#*) — H*(Z*) is an isomorphism.
The hypercohomology of .#* is defined by

H'(X,7*) = H(I'(X,I%))
Definition 20.6.1. For a sheaf .#, .%*[n] is a sheaf of complex defined by

(#*n)) = {‘3; .

0  otherwise.

Example 20.6.1. Let .% be a sheaf and 0 = .% — I° — Z' — ... be an
injective resolution of .%. Then

0 F 0 0
0 70 ! 7?°

is an injective resolution of .#°[0]. Indeed, Z* are injective for all i > 0, and
H'(I®) = {
So by definition of hypercohomology, we have H'(X,.#*[0]) = H(I'(X,Z°*)) =
H'(X,.Z*). In general, one has
HY(X,Z*n]) = H™(X, 7).

Theorem 20.6.1 (zig-zag). Let 0 - .#* — ¢°* — J* — 0 be a short exact
sequence of complexes of sheaves which are bounded from below. Then there
is an induced long exact sequence

F, n=0

= H{(ZF0)
0, otherwise

= HTYX, %) = HY(X,.7°%) = H(X,9°) —» H'(X, #°) - H (X,.7*) — ...
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21. HODGE THEOREM
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