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Part 1. Preliminaries
1. Category theory

1.1. Category.

1.1.1. Category and Functors.

1.1.2. Morphisms.

Definition 1.1.1 (monomorphism). A morphism f : A → B in C is called
a monomorphism (or injective) if for any two morphisms α, β : C → A sat-
isfying f ◦ α = f ◦ β, we have α = β.

Definition 1.1.2 (epimorphism). A morphism f : A → B in C is called a
epimorphism (or surjective) if for any two morphisms α, β : A→ C satisfying
α ◦ f = β ◦ f , we have α = β.

Definition 1.1.3 (bijective). A morphism is called bijective if it’s both
monomorphism and epimorphism.

Definition 1.1.4 (isomorphism). A morphism is called an isomorphism if
it admits two-sided inverse.

Remark 1.1.1. Any isomorphism is bijective, but in general a bijective mor-
phism may not be an isomorphism. For example, in the category of topo-
logical spaces, it’s easy to construct a morphism (continuous map) which is
a bijective map, but it’s not an isomorphism.

1.1.3. Categorical objects.

Definition 1.1.5 (direct product). Let {Ai}i∈I be a family of objects in
category C. The direct product of Ai is tuple (

∏
i∈I Ai, pi), where

∏
i∈I Ai

is an object in C, and pi :
∏
i∈I Ai → Ai is a family of morphisms called

projections, such that the following universal property: For any object C
and any family of morphisms fi : C → Ai, there exists a unique morphism
f : C →

∏
i∈I Ai such that pi ◦ f = fi for all i ∈ I.∏

I∈I Ai C

Ai

pi
fi

f

Definition 1.1.6 (direct sum). Let {Ai}i∈I be a family of objects in cate-
gory C. The direct sum of Ai is tuple (

⊕
i∈I Ai, ki), where

⊕
i∈I Ai is an ob-

ject in C, and ki : Ai →
⊕

i∈I Ai is a family of morphisms called projections,
such that the following universal property: For any object C and any family
of morphisms fi : A→ C, there exists a unique morphism f :

⊕
i∈I Ai → C

such that f ◦ ki = fi for all i ∈ I.
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⊕
i∈I Ai C

Ai

f

ki fi

1.2. Abelian category.
1.2.1. Additive category.
Definition 1.2.1 (additive category). A category C is called an additive
category if for any objects A,B,C in C,
(1) the direct product of A and B exists;
(2) Hom(A,B) is an abelian group, and 0 ∈ Hom(A,B) is called zero mor-

phism;
(3) the map

Hom(A,B)×Hom(B,C)→ Hom(A,C)

(f, g) 7→ g ◦ f
is bilinear.

Definition 1.2.2. Let C be an additive category and f : A→ B be a mor-
phism in C.
(1) A morphism K → A is the kernel of f if the composite K → A→ B is

0, and for any morphism K ′ → A such that the composite K ′ → A→ B
is 0, there exists a unique morphism K ′ → K such that the diagram

K ′

K A

commutes. For convenience we often denote K by ker f and call it the
kernel of f .

(2) A morphism B → C is the cokernel of f if the composite A→ B → C is
0, and for any morphism B → C ′ such that the composite A→ B → C
is 0, there exists a unique morphism C → C ′ such that the diagram

B C

C ′

commutes. For convenience we often denote C by coker f and call it the
cokernel of f .

(3) The image of f is defined to be the kernel of the cokernel of f , and the
coimage of f is defined to be the cokernel of the kernel of f .

Remark 1.2.1. A kernel is neccessarily a monomorphism, and a cokernel is
neccessarily an epimorphism.
Remark 1.2.2. There is a natural morphism coim f → im f induced by uni-
versal property
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ker f A B coker f

coim f im f

f

Definition 1.2.3 (zero object). Let C be an additive category. A zero object
0 in C is an object such that Hom(0, 0) = {0}.

1.2.2. Abelian category.

Definition 1.2.4 (abelian category). An abelian category C is an additive
category with zero objects such that for every morphism f in C, the kernel
and the cokernel of f exist, and the canonical morphism coim f → im f is
an isomorphism.

Proposition 1.2.1. In abelian category, a bijective morphism is an isomor-
phism.

Definition 1.2.5 (exact). In an abelian category, a sequence of morphisms
A

u−→ B
v−→ C

is called exact if v ◦ u = 0 and the canonical morphism from coimu→ ker v
is an isomorphism.

Definition 1.2.6 (short exact sequence). An exact sequence of the form
0→ A→ B → C → 0

is called a short exact sequence.

Definition 1.2.7 (split). A short exact sequence 0 → A → B → C → 0 is
called split if it’s isomorphic to

0→ A→ A⊕ C → C → 0,

where A→ A⊕ C and A⊕ C → C are the canonical morphisms.
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2. Sheaf and cohomology

2.1. Sheaves. Along this section, X denotes a topological space.

2.1.1. Definitions and Examples.
Definition 2.1.1 (sheaf). A presheaf of abelian group F on X consisting
of the following data:
(1) For any open subset U of X, F (U) is an abelian group.
(2) If U ⊆ V are two open subsets of X, then there is a group homomor-

phism rV U : F (V )→ F (U). Moreover, above data satisfy
I F (∅) = 0.
II rUU = id.
III If W ⊆ U ⊆ V are open subsets of X, then rVW = rUW ◦ rV U .

Moreover, F is called a sheaf if it satisfies the following extra conditions
IV Let {Vi}i∈I be an open covering of open subset U ⊆ X and s ∈

F (U). If s|Vi := rUVi(s) = 0 for all i ∈ I, then s = 0.
V Let {Vi}i∈I be an open covering of open subset U ⊆ X and si ∈

F (Vi). If si|Vi∩Vj = sj |Vi∩Vj for all i, j ∈ I, then there exists s ∈
F (U) such that s|Vi = si for all i ∈ I.

Example 2.1.1 (constant presheaf). For an abelian group G, the constant
presheaf assign each open subset U the group G itself, but in general it’s
not a sheaf.
Definition 2.1.2 (morphism of presheaves). A morphism ϕ : F → G be-
tween presheaves consisting of the following data:
(1) For any open subset U ofX, there is a group homomorphism ϕ(U) : F (U)→

G (U).
(2) If U ⊆ V are two open subsets of X, then the following diagram com-

mutes
F (V ) G (V )

F (U) G (U)

rV U

φ(U)

rV U

φ(V )

Notation 2.1.1. For convenience, for s ∈ F (U), we often write ϕ(s) instead
of ϕ(U)(s).
Remark 2.1.1. The morphisms between sheaves are defined as morphisms of
presheaves.
Definition 2.1.3 (isomorphism). A morphism of presheaves ϕ : F → G
is called an isomorphism if it has two-sided inverse, that is, there exists a
morphism of presheaves ψ : G → F such that ψ ◦ϕ = idF and ϕ ◦ψ = idG .
Remark 2.1.2. A morphism of presheaves ϕ : F → G is an isomorphism if
and only if for every open subset U ⊆ X, ϕ(U)→ G (U) is an isomorphism
of abelian groups.
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2.1.2. Stalks.

Definition 2.1.4 (stalks). For a presheaf F and p ∈ X, the stalk at p is
defined as

Fp = lim−→
p∈U

F (U)

Remark 2.1.3 (alternative definition). In order to avoid language of direct
limit, we give a more useful but equivalent description of stalk: For p ∈ U∩V ,
sU ∈ F (U) and sV ∈ F (V ) are equivalent if there exists x ∈ W ⊆ U ∩ V
such that sU |W = sV |W . An element sp ∈ Fp, which is called a germ, is an
equivalence class [sU ], and for s ∈ F (U), the germ given by s is denoted by
s|p.

Notation 2.1.2.
(1) For s ∈ F (U) and p ∈ U , s|p denotes the equivalent class it gives.
(2) For sp ∈ Fp, s ∈ F (U) denotes the section such that s|p = sp.

Definition 2.1.5 (morphisms on stalks). Given a morphism of sheaves
ϕ : F → G , it induces a morphism of abelian groups ϕp : Fp → Gp as
follows:

ϕp : Fp → Gp

sp 7→ ϕ(s)|p.

Remark 2.1.4. It’s neccessary to check the ϕp is well-defined since there are
different choices s such that s|p = sp.

Proposition 2.1.1. Let ϕ : F → G be a morphism between sheaves. Then
ϕ is an isomorphism if and only if the induced map ϕp : Fp → Gp is an
isomorphism for every p ∈ X.

Proof. It’s clear if ϕ is an isomorphism between sheaves, then it induces an
isomorphism between stalks. Conversely, it suffices to show ϕ(U) : F (U)→
G (U) is an isomorphism for every open subset U ⊆ X.
(1) Injectivity: For s, s′ ∈ F (U) such that ϕ(s) = ϕ(s′), by passing to stalks

one has ϕp(s|p) = ϕp(s
′|p) for every p ∈ U , and thus s|p = s′|p since ϕp

is an isomorphism. By definition of stalks there exists an open subset
Vp ⊆ U containing p such that s agrees with s′ on Vp. Then it gives an
open covering {Vp} of U , and by axiom (IV) one has s = s′ on U .

(2) Surjectivity: For t ∈ G (U), by passing to stalks there exists sp ∈ Fp such
that ϕp(sp) = t|p for every p ∈ U since ϕp is surjective. By definition of
stalks there exists an open subset Vp ⊆ U containing p and s ∈ F (Vp)
such that ϕ(s) = t on Vp. This gives a collection of sections defined
on an open covering {Vp} of U , and by injectivity we proved above one
has these sections agree with each other on the intersections. Then by
axiom (V) there exists a section s ∈ F (U) such that ϕ(s) = t.

□
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2.1.3. Sheafification. In Example 2.1.1, we come across a presheaf that is
not a sheaf. To obtain a sheaf from a presheaf, we require a process known
as sheafification. One approach to defining sheafification is through its uni-
versal property.

Definition 2.1.6 (sheafification). Given a presheaf F there is a sheaf F+

and a morphism θ : F → F+ with the property that for any sheaf G and
any morphism ϕ : F → G there is a unique morphism ϕ : F+ → G such
that the following diagram commutes:

F G

F+

θ

φ

φ

The universal property shows that if the sheafification exists, then it’s
unique up to a unique isomorphism. One way to give an explicit construction
of sheafification is to glue stalks together in a suitable way. Let F+(U) be
a set of functions

f : U →
∐
p∈U

Fp

such that f(p) ∈ Fp and for every p ∈ U there is an open subset Vp ⊆ U
containing p and t ∈ F (Vp) such that t|q = f(q) for all q ∈ Vp.

Proposition 2.1.2. F+ is the sheafication of F .

Proof. Firstly let’s show F+ is a sheaf: It’s clear F+ is a presheaf, so it
suffices to check conditions (IV) and (V) in the definition. Let U ⊆ X be
an open subset and {Vi} be an open covering of U .
(1) If s ∈ F+(U) such that s|Vi = 0 for all i, then s must be zero: It suffices

to show s(p) = 0 for all p ∈ U . For any p ∈ U , then there exists an open
subset Vi contains p, hence s(p) = s|Vi(p) = 0.

(2) Suppose there exists a collection of sections {si ∈ F+(Vi)}i∈I such that
si|Vi∩Vj = sj |Vi∩Vj

holds for all i, j ∈ I. Now we construct s ∈ F+(U) as follows: For p ∈ U
and Vi containing p, we define s(p) = si(p). This is well-defined since si
agree on the intersections, so it remains to show s ∈ F+(U). It’s clear
s(p) ∈ Fp. For p ∈ U , there exists Vi containing p, and thus there exists
Wi ⊆ Vi containing p and t ∈ F (Wi) such that t|q = si(q) = s(q) for all
q ∈ Vp.

There is a canonical morphism θ : F → F+ as follows: For open subset
U ⊆ X, and s ∈ F (U), θ(s) is defined by

θ(s) : U →
∐
p∈U

Fp

p 7→ s|p.
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Note that if F is a sheaf, the canonical morphism θ : F → F+ is an iso-
morphism.
(1) Injectivity: If s ∈ F (U) such that s|p = 0 for all p ∈ U , then there

exists an open covering {Vi}i∈I of U such that s|Vi = 0, by axiom (IV)
of sheaf one has s = 0.

(2) Surjectivity: For f ∈ F+(U) and p ∈ U , there exists p ∈ Vp ⊆ U and
t ∈ F (Vp) such that f(p) = t|p by construction of F+. Then glue these
sections together to get our desired s such that θ(s) = f .

Finally let’s show F+ statisfies the universal property of sheafification.
A morphism of presheaves ϕ : F → G induces a map on stalks

ϕp : Fp → Gp.

For f ∈ F+(U), the composite of f with the map∐
p∈U

ϕp :
∐
p∈U

Fp →
∐
p∈U

Gp

gives a map ϕ̃(f) : U →
∐
p∈U Gp, and in fact ϕ̃(f) ∈ G+(U): For p ∈ U ,

ϕ̃(f)(p) ∈ Gp since f(p) ∈ Fp and ϕp : Fp → Gp. If for all q ∈ Vp we have
t|q = f(q), then

ϕ̃(f)(q) = ϕq(f(q)) = ϕq(t|q) = ϕ(t)|q.
Since G is a sheaf, the canonical morphism θ′ : G → G+ is an isomorphism,
so we can define ϕ : = θ′−1 ◦ ϕ̃. Now let’s show ϕ = ϕ ◦ θ = θ′−1 ◦ ϕ̃ ◦ θ.
It’s easy to show they coincide on each stalk since ϕp = θ′−1

p ◦ ϕ̃p ◦ θp, and
thus ϕ = ϕ ◦ θ by Proposition 2.1.1. Furthermore, uniqueness follows from
the fact that ϕp is uniquely determined by ϕp. □

Remark 2.1.5. From the construction, one can see the stalk of F+ at p is
exactly Fp.

Remark 2.1.6. The sheafification can be described in a more fancy language:
Since we have sheaf of abelian groups on X as a category, denote it by AbX ,
and presheaf is a full subcategory of AbX , there is a natural inclusion functor
ι from category of sheaf to category of presheaf. The sheafification is the
adjoint functor of ι.

Example 2.1.2 (constant sheaf). For an abelian group G, the associated
constant sheaf G is the sheafication of the constant presheaf. By the con-
struction of sheafification, G can be explicitly expressed as

G(U) = {locally constant function f : U → G}

2.1.4. Exact sequence of sheaf. Given a morphism ϕ : F → G between
sheaves of abelian groups, there are the following presheaves

U 7→ kerϕ(U)

U 7→ imϕ(U)

U 7→ cokerϕ(U),
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since ϕ(U) : F (U)→ G (U) is a group homomorphism.

Proposition 2.1.3. Kernel of a morphism between sheaves is a sheaf.

Proof. Let {Vi}i∈I be an open covering of U .
(1) For s ∈ kerϕ(U), if s|Vi = 0, then s = 0 since s is also in F (U).
(2) If there exists si ∈ kerϕ(Vi) such that si|Vi∩Vj = sj |Vi∩Vj , then they glue

together to get s ∈ F (U). Note that
ϕ(U)(s)|Vi = ϕ(Vi)(s|Vi) = ϕ(Vi)(si) = 0

Then s ∈ kerϕ(U).
□

But the image of morphism may not be a sheaf. Although we can prove
the first requirement in the same way, the proof for the second requirement
fails: If there exists si ∈ imϕ(Vi), and we can glue them together to get a
s ∈ G (U), but s may not be the image of some t ∈ F (U). The cokernel fails
to be a sheaf for the same reason.

Definition 2.1.7 (image and cokernel). Let ϕ : F → G be a morphism
between sheaves of abelian groups. Then the image and cokernel of ϕ is
defined to be the sheafification of the following presheaves

U 7→ imϕ(U)

U 7→ cokerϕ(U)

respectively.

Definition 2.1.8 (exact). For a sequence of sheaves:

· · · → F i−1 φ
i−1

−→ F i φi

−→ F i+1 → . . .

It’s called exact at F i, if kerϕi = imϕi−1. If a sequence is exact at every-
where, then it’s an exact sequence of sheaves.

Definition 2.1.9 (short exact sequence). An exact sequence of sheaves is
called a short exact sequence if it looks like

0→ F
φ−→ G

ψ−→H → 0

Proposition 2.1.4. Let ϕ : F → G be a morphism between sheaves of
abelian groups. Then for any p ∈ X, one has

(kerϕ)p = kerϕp

(imϕ)p = imϕp.

Proof. For (1). It’s clear (kerϕ)p ⊆ kerϕp. Conversely, if sp ∈ kerϕp, then
ϕp(sp) = 0 ∈ Gp. In other words, there exists an open subset U containing
p and s ∈ F (U) such that s|p = sp and ϕ(s)|p = 0, which implies there is
another open subset V containing p such that ϕ(s)|V = 0. Hence ϕ(s|V ) = 0,
that is, s|V ∈ kerϕ(V ). Thus sp = (s|V )|p ∈ (kerϕ)p.
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For (2). It’s clear (imϕ)p ⊆ imϕp since the sheafication doesn’t change
stalk. Conversely, if sp ∈ imϕp, then there exists tp ∈ Fp such that ϕp(tp) =
sp. Suppose t ∈ F (U) is a section of some open subset U containing p such
that t|p = tp. Then ϕ(t)|p = ϕp(tp) = sp. In other words, sp is in the stalk
of the image presheaf at p, but the sheafication doesn’t change stalk, so we
have sp ∈ (imϕ)p. □
Corollary 2.1.1. The sequence of sheaves

· · · → F i−1 φ
i−1

−→ F i φi

−→ F i+1 → . . .

is exact if and only if the sequence of abelian groups are exact

· · · → F i−1
p

φi−1
p−→ F i

p

φi
p−→ F i+1

p → . . .

for all p ∈ X.

Corollary 2.1.2. The the sequence of sheaves
0→ F → G

is exact if and only if for any open subset U , the following sequence of abelian
groups is exact

0→ F (U)→ G (U).

Method one. For any open subset U ⊆ X, one has
ϕ(U) : F (U)→ G (U)

is injective, since by definition we have for any open subset U ⊆ X, kerϕ(U) =
0, that is injectivity. □
Method two. Or from another point of view, for each p ∈ U , we have

ϕp : Fp → Gp

is injective. That is kerϕp = 0. So we obtain (kerϕ(U))p = 0 for all p ∈ U .
But for a section s ∈ F (U) if we have s|p = 0, then we must have s = 0. So
we obtain kerϕ(U) = 0. □
Example 2.1.3 (exponential sequence). Let X be a complex manifold and
OX be its holomorphic function sheaf. Then

0→ 2π
√
−1Z→ OX

exp−→ O∗
X → 0

is an exact sequence of sheaves, called exponential sequence.

Proof. The difficulty is to show exp is surjective on stalks at p ∈ X. That
is we need to construct logarithms of functions g ∈ O∗

X(U) for U , a neigh-
borhood of p. We may choose U is simply-connected, then define

log g(q) = log g(p) +

ˆ
γq

dg

g

for q ∈ U , where γq is a path from p to q in U , and the definition is inde-
pendent of the choice of γq since U is simply-connected. □
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Remark 2.1.7. In fact, U is simply-connected is crucial for constructing log-
arithm. If we consider X = C and U = C \{0}, then

exp: OX(U)→ O∗
X(U)

cannot be surjective.

2.2. Derived functor formulation of sheaf cohomology. The category
AbX : sheaves of abelian groups on X. In this section we will introduce sheaf
cohomology by considering it as a derived functor.

Given an exact sequence of sheaf as follows

0→ F ′ ϕ−→ F
ψ−→ F ′′.

By taking its section over open subset U , we obtain a sequence of abelian
groups

0→ F ′(U)
ϕ(U)−→ F (U)

ψ(U)−→ F ′′(U).

Above sequence is not only exact at F ′(U), but also is exact at F (U). In
other words, the functor given by taking section over open subset is a left
exact functor.
(1) Firstly let’s show kerψ(U) ⊇ imφ(U). For s ∈ F ′(U), if we want to

show ψ ◦ φ(s) = 0, it suffices to show (ψ ◦ φ(s))|p = 0 for all p ∈ U since
F ′′ is a sheaf. For any p ∈ U , by considering stalk at p we obtain an
exact sequence of abelian groups

0→ F ′
p

ϕp−→ Fp
ψp−→ F ′′

p .

Then we obtain ψp ◦ φp(s|p) = 0, which implies (ψ ◦ φ(s))|p = 0.
(2) Conversely, Given s ∈ kerψ(U), we have s|p ∈ kerψp for any p ∈ U . By

exactness of stalks, there exists tp ∈ F ′
p such that φp(tp) = s|p. Thus

there exists an open subset Vi containing p and ti ∈ F ′(Vi) such that
φ(ti) = s|Vi . Now it suffices to show these ti can be glued together to
obtain t ∈ F (U), and since F is a sheaf, it suffices to check these ti agree
on intersections Vi∩Vj . Note that φ(ti−tj |Vi∩Vi) = s|Vi∩Vj−s|Vi∩Vj = 0,
then these ti agree on intersections since φ is injective.

Remark 2.2.1. From above argument, we can see that

0→ F ′ ϕ−→ F
ψ−→ F ′′

is exact if and only if for any open subset U ⊆ X

0→ F ′(U)
ϕ(U)−→ F (U)

ψ(U)−→ F ′′(U)

is exact.

In homological algebra, we always consider the derived functor of a left
or right-exact functor. In particular, the functor of taking global section is
a left exact functor, and its right derived functor defines the cohomology of
a sheaf. Before we come into the definition of derived functor, firstly let’s
define the injective resolution of a sheaf.
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Definition 2.2.1 (injective). A sheaf I is injective if Hom(−, I) is an exact
functor.

Definition 2.2.2 (injective resolution). Let F be a sheaf. An injective
resolution of F is an exact sequence

0→ F → I0 → I1 → I2 → . . .

where Ii are injective for all i.

Theorem 2.2.1. Every sheaf admits an injective resolution.

Theorem 2.2.2. Let F → I• and G → G• are two resolutions and φ : F →
G be a morphism of sheaves. Then there exists a morphism φ̃ : I• → G•
which lifts φ, which is unique up to homotopy.

Definition 2.2.3 (sheaf cohomology). Let F be a sheaf of abelian groups.
Then

Hp(X,F ) := Hp(I•(X)).

Remark 2.2.2. The Theorem 2.2.2 shows that the definition of sheaf coho-
mology is independent of the choice of injective resolution.

Example 2.2.1. By definition, the 0-th cohomology is exact the global
section

H0(X,F ) := ker
{
I0(X)→ I1(X)

}
.

Thus H0(X,F ) = F (X), the global sections of sheaf.

Example 2.2.2. If F is a injective sheaf, then H i(X,F ) = 0 for all i > 0,
since the sheaf cohomology of injective sheaf can be computed by using the
following special injective resolution

0→ F
id−→ F → 0→ 0→ . . .

Theorem 2.2.3 (zig-zag). If

0→ F → G →H → 0

is a short sequence of sheaves, then there is an induced long exact sequence
of abelian groups

0→ H0(X,F )→ H0(X,G )→ H0(X,H )→ H1(X,F )→ H1(X,G )→ . . .

Definition 2.2.4 (direct image). Let f : X → Y be continuous map between
topological spaces and F be a sheaf of abelian groups on X. The direct
image of F , denoted by f∗F , is a sheaf on Y defined by

f∗F (U) := F (f−1(U)).

Proposition 2.2.1. f∗ : AbX → AbY is a left exact functor.
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Proof. Given an exact sequence of sheaves on X

0→ F ′ → F → F ′′.

Then we need to show

0→ f∗F
′ → f∗F → f∗F

′′

is also an exact sequence of sheaves on Y . By Remark 2.2.1 it suffices to
show that for any open subset V ⊆ Y , we have the following exact sequence

0→ f∗F
′(V )→ f∗F (V )→ f∗F

′′(V ),

and that’s exactly

0→ F ′(f−1(V ))→ F (f−1(V ))→ F ′′(f−1(V )).

Since f is continuous, then f−1(V ) is an open subset in X, and thus above
sequence of abelian is exact since 0→ F ′ → F → F ′′ is exact. □

2.3. Acyclic resolution. In practice it may be difficult for us to choose
an injective resolution, so we usual other resolutions to compute sheaf co-
homology.

Definition 2.3.1 (acyclic sheaf). A sheaf F is acyclic if H i(X,F ) = 0 for
all i > 0.

Example 2.3.1. Injective sheaf is acyclic.

Definition 2.3.2 (acyclic resolution). Let F be a sheaf. An acyclic reso-
lution of F is an exact sequence

0→ F → A0 → A1 → A2 → . . .

where Ai is acyclic for all i.

Proposition 2.3.1. The cohomology of sheaf F can be computed using
acyclic resolution.

In fact, it’s a quite homological techniques, called dimension shifting, so
we will state this technique in language of homological algebra. Let’s see a
baby version of it.

Example 2.3.2. Let F be a left exact functor and 0→ A→M1 → B → 0
be an exact sequence with M1 is F-acyclic. Then Ri+1F(A) ∼= RiF(B) for
i > 0, and R1F(A) is the cokernel of F(M1)→ F(B).

Proof. By considering the long exact sequence induced by 0→ A→M1 →
B → 0, one has

RiF(M1)→ RiF(B)→ Ri+1F(A)→ Ri+1F(M1)

(1) If i > 0, then RiF(M1) = Ri+1F(M1) = 0 since M1 is F-acyclic, and
thus Ri+1F(A) ∼= RiF(B) for i > 0.
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(2) If i = 0, then
0→ F(M1)→ F(B)→ R1F(A)→ 0

implies R1F(A) = coker{F(M1)→ F(B)}.
□

Now let’s prove dimension shifting in a general setting.

Lemma 2.3.1 (dimension shifting). If
0→ A→M1 →M2 → · · · →Mm → B → 0

is exact with M i is F-acyclic, then Ri+mF(A) ∼= RiF(B) for i > 0, and
RmF(A) is the cokernel of F(Mm)→ F(B).

Proof. Prove it by induction on m. For m = 1, we already see it in Example
2.3.2. Assume it holds for m < k, then for m = k, let’s split 0 → A →
M1 →M2 → · · · →Mk dk−→ B → 0 into two exact sequences

0→ A→M1 →M2 → · · · →Mk−1 → ker dk → 0

0→ ker dk →Mk dk−→ B → 0.

Then by induction hypothesis, for i > 0 we have
Ri+k−1F(A) ∼= RiF(ker dk)

Ri+1F(ker dk) ∼= RiF(B).

Combine these two isomorphisms together we obtain Ri+kF(A) ∼= RiF(B)
for i > 0, as desired. For i = 0, it suffices to let i = 1 in Ri+k−1F(A) ∼=
RiF(ker dk), then we obtain

RkF(A) = R1F(ker dk) = coker{F(Mk)→ F(B)}.
This completes the proof. □
Corollary 2.3.1. If 0→ A→M• is a F-acyclic resolution, then RiF(A) =
H i(F(M•)).

Proof. Truncate the resolution as
0→ A→M0 →M1 → . . .M i−1 → B → 0

0→ B →M i →M i+1 → . . .

Since we already have RiF(A) = coker{F(M i−1) → F(B)}, and F is left
exact, one has

F(B) = ker{F(M i)→ F(M i+1)}.
Thus we obtain
RiF(A) = coker{F(M i−1)→ ker{F(M i)→ F(M i+1)}} = H i(F(M•)).

□

2.4. Examples about acyclic sheaf.
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2.4.1. Flabby sheaf. First kind of acyclic sheaf is flabby1 sheaf.

Definition 2.4.1 (flabby). A sheaf F is flabby if for all open U ⊆ V , the
restriction map F (V )→ F (U) is surjective.

Now let’s see some examples about flabby sheaves.

Example 2.4.1. A constant sheaf on an irreducible topological space is
flabby.

Proof. Note that the constant presheaf on a irreducible topological space is
a sheaf in fact, and it’s easy to see this constant presheaf is flabby. □

In particular, we have

Example 2.4.2. Let X be an algebraic variety. Then constant sheaf ZX is
flabby.

Example 2.4.3. If F is a flabby sheaf on X, and f : X → Y is a continuous
map, then f∗F is a flabby sheaf on Y .

Proof. For V ⊆W in Y , it suffices to show f∗F (W )→ f∗F (V ) is surjective,
and that’s

F (f−1W )→ F (f−1V )

it’s surjective since F is flabby. □
Example 2.4.4. An injective sheaf is flabby.

Proof. Let I be an injective sheaf and V ⊆ U be open subsets. Now we
define sheaf ZU on X by

ZU :=

{
Z(W ) W ⊆ U
0 otherwise

where Z is constant sheaf valued in Z, and similarly we define sheaf ZV . By
construction one has ZU (W ) = ZV (W ) unless W ⊆ U and W 6⊆ V . Thus
we obtain an exact sequence

0→ ZV → ZU .
Applying the functor Hom(−, I), which is exact, we obtain an exact sequence

Hom(ZU , I)→ Hom(ZV , I)→ 0.

Now let’s explain why we need such a weird sheaf ZU . In fact, we will prove
Hom(ZU , I) = I(U). Indeed since ϕ : ZU → I is a sheaf morphism. Then if
W 6⊆ U , then ϕ(U) must be zero. If W = U , then the group of sections of
ZU (U) over any connected component is simply Z and hence ϕ(U) on this
connected component is determined by the image of 1 ∈ Z. Thus ϕ(U) can
be thought of an element of I(U). Now on any proper open subset of U , ϕ
is determined by restriction maps. Hence Hom(ZU , I) = I(U), as desired.

1Some authors also call this flasque.
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The same argument shows Hom(ZU , I) = I(V ), and thus we obtain an exact
sequence

I(U)→ I(V )→ 0,

which shows I is flabby. □
Our goal is to prove a flabby sheaf is acyclic, but we still need some

property of flabby sheaves.

Proposition 2.4.1. If 0→ F ′ ϕ−→ F
ψ−→ F ′′ → 0 is an exact sequence of

sheaves, and F ′ is flabby, then for any open subset U , the sequence

0→ F ′(U)
ϕ(U)−→ F (U)

ψ(U)−→ F ′′(U)→ 0

is exact.

Proof. It suffices to show F (U)→ F ′′(U)→ 0 is exact. Here we only gives
a sketch of the proof. Since we have exact sequence on stalks for each p ∈ U
as follows

0→ F ′
p

ϕp−→ Fp
ψp−→ F ′′

p → 0

Then for each s ∈ F ′′(U), there exists tp ∈ Fp such that ψp(tp) = s|p,
so there exists open subset Vp ⊆ U containing p and t ∈ F (Vp) such that
ψ(t) = s|Vp . If we can glue these t together then we get a section in F (U)
and is mapped to s, which completes the proof. However, they may not equal
on the intersection. But things are not too bad, consider another point q
and t′ ∈ F (Vq) such that ψ(t′) = s|Vq , (t′ − t)|Vp∩Vq ∈ kerψ(Vp ∩ Vq) =
imφ(Vp ∩ Vq). So there exists t′′ ∈ F ′(Vp ∩ Vq) such that

φ(t′′) = (t′ − t)|Vp∩Vq
Now since F ′ is flabby, then there exists t′′′ ∈ F (Vp) such that t′′′|Vp∩Vq = t′′.
And consider t+φ(t′′′) ∈ F (Vp), which will coincide with t′ on Vp∩Vq. After
above corrections, we can glue t after correction together. □
Proposition 2.4.2. If 0 → F ′ → F → F ′′ → 0 is an exact sequence of
sheaves, and if F ′ and F are flabby, then F ′′ is flabby.

Proof. Take V ⊆ U and consider the following diagram

0 F ′(U) F (U) F ′′(U) 0

0 F ′(V ) F (V ) F ′′(V ) 0

Then the desired result follows from five lemma. □
Proposition 2.4.3. A flabby sheaf is acyclic.

Proof. Let F be a flabby sheaf. Since there are enough injective objects in
the category of sheaf of abelian groups, there is an exact sequence

0→ F → I → Q → 0
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with I is injective. By Example 2.4.4 we have I is flabby, and thus by
Proposition 2.4.2 we have Q is flabby. Consider the long exact sequence
induced from above short exact sequence

F (X)→ I(X)→ Q(X)→ H1(X,F )→ H1(X, I)→ . . .

Note thatH1(X, I) = 0 since I is injective, and thus acyclic. ThenH1(X,F ) =
coker{I(X)→ Q(X)}. But Proposition 2.4.1 shows that I(X)→ Q(X) is
surjective since F is flabby, so H1(X,F ) = 0.

Now let’s prove Hk(X,F ) = 0 for k > 0 by induction on k, and above
argument shows it’s true for k = 1. Assume this holds for k < n, and
consider

· · · → Hn−1(X,Q)→ Hn(X,F )→ Hn(X, I)→ Hn(X,Q)→ . . .

By induction hypothesis, we can reduce above sequence to
· · · → 0→ Hn(X,F )→ 0→ Hn(X,Q)→ . . .

which implies Hn(X,F ) = 0. This completes the proof. □

2.4.2. Soft sheaf. The second kind of acyclic sheaves is called soft sheaves,
which is quit similar to flabby.

Definition 2.4.2 (soft). A sheaf F over X is soft if for any closed subset
S ⊆ X the restriction map F (X)→ F (S) is surjective.

Remark 2.4.1. For closed subset S, the section over it is defined by
F (S) := lim−→

S⊆U
F (U)

Parallel to Proposition 2.4.1 and Proposition 2.4.2, soft sheaf has the
following properties:

Proposition 2.4.4. If 0→ F ′ ϕ−→ F
ψ−→ F ′′ → 0 is an exact sequence of

sheaves, and F ′ is soft, then the following sequence

0→ F ′(X)
ϕ(X)−→ F (X)

ψ(X)−→ F ′′(X)→ 0

is exact.

Proposition 2.4.5. If 0 → F ′ → F → F ′′ → 0 is an exact sequence of
sheaves, and if F ′ and F are soft, then F ′′ is soft.

Proposition 2.4.6. A soft sheaf is acyclic.

So you may wonder, what’s the difference between flabby and soft since
the definitions are quite similar, and both of them are acyclic. Clearly by
definition of sections over a closed subset, we know that every flabby sheaf
is soft, but converse fails

Example 2.4.5. The sheaf of smooth functions on a smooth manifold is
soft but not flabby.
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Lemma 2.4.1. If M is a sheaf of modules over a soft sheaf of rings R, then
M is a soft sheaf.

Proof. Let s ∈ M (K) for some closed subset K ⊆ X. Then s extends to
some open neighborhood U of K. Let ρ ∈ R(K ∪ (X \ U)) be defined by

ρ =

{
1, on K

0, on X \ U

Since R is soft, then ρ extends to a section over X, then ρ ◦ s is the desired
extension of s. □

2.4.3. Fine sheaf. Another important kind of acyclic sheaves, which behaves
like sheaf of differential forms ΩkX is called fine sheaf. Recall what is a
partition of unity: Let U = {Ui}i∈I be a locally finite open covering of
topological space X. A partition of unity subordinate to U is a collection of
continuous functions fi : Ui → [0, 1] for each i ∈ I such that its support lies
in Ui, and for any x ∈ X ∑

i∈I
fi(x) = 1.

Definition 2.4.3 (fine sheaf). A fine sheaf F on X is a sheaf of A -modules,
where A is a sheaf of rings such that for every locally finite open covering
{Ui}i∈I of X, there is a partition of unity∑

i∈I
ρi = 1

where ρi ∈ A (X) and supp(ρi) ⊆ Ui.

Remark 2.4.2. For a sheaf F on X and a section s ∈ F (X), its support is
defined as

supp(s) := {x ∈ X : s|x 6= 0}.

Proposition 2.4.7. A fine sheaf is acyclic.

Proof. Let F be a sheaf of A -modules and a fine sheaf. And choose a
injective resolution

0→ F
d−→ I0 d−→ I0 d−→ I1 d−→ . . .

such that Ii are injective sheaves of A -modules. Let s ∈ Ip(X) such that
ds = 0. Then by exactness of injective resolution we have X is covered by
open subsets Ui such that for each i there is an element ti ∈ Ip−1(Ui) such
that dti = s|Ui . By passing to a refinement we may assume that the cover
{Ui} is locally finite. Let {ρi} be a partition of unity subordinate to {Ui}.
Then we have t =

∑
ρiti ∈ I p−1(X) such that dt = s. This completes the

proof. □
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Example 2.4.6. Let M be a smooth manifold and π : E →M be a vector
bundle. Then the sheaf of smooth sections of E is a C∞(M)-module sheaf,
which is a fine sheaf. In particular, the sheaf of tangent bundle, sheaf of
differential forms ΩM and k-forms ΩkM are fine sheaves.

Remark 2.4.3. As a consequence, it’s meaningless to compute cohomology of
sheaf of differential k-forms, or any other vector bundle over a smooth man-
ifold. But in complex version, something interesting happens: Let (X,OX)
be a complex manifold and π : E → X be a holomorphic vector bundle.
Then the sheaf of holomorphic sections of E is not a fine sheaf since there
is no partition of unity may not be holomorphic, so the cohomology of holo-
morphic vector bundle is not trivial, and that’s what Dolbeault cohomology
computes.

For fine sheaf and soft sheaf, we have

Lemma 2.4.2. Fine sheaf is soft.

Proof. Let F be a fine sheaf, S ⊆ X closed and s ∈ F (S). Let {Ui} be an
open covering of S and si ∈ F (Ui) such that

si|S∩Ui = s|S∩Ui .

Let U0 = X − S, and s0 = 0. Then {Ui}
∐
{U0} is an open covering of X.

Without lose of generality, we assume this open covering is locally finite and
choose a partition of unity {ρi} subordinate to it. Then

s :=
∑
i

ρi(si)

is a section in F (X) which extends s. □
Remark 2.4.4. Until now, we have shown that soft, fine and flabby sheaves
are acyclic. Lemma 2.4.2 shows fine sheaf is soft, and by definition a flabby
sheaf is soft. The Example 2.4.5 shows that soft sheaf may not be flabby, and
constant sheaf on an irreducible space is flabby but not fine. In a summary,
we have the following relations:

Acyclic

Soft

Fine

Flabby
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2.5. Proof of de Rham theorem using sheaf cohomology. As we al-
ready know, for constant sheaf R over a smooth manifold M , we have the
following fine resolution

0→ R i−→ Ω0
M

d−→ Ω1
M

d−→ Ω2
M

d−→ . . .

And de Rham cohomology computes the sheaf cohomology of R. de Rham
theorem implies that de Rham cohomology equals to the singular cohomol-
ogy with real coefficient. So if we can give constant sheaf another resolution
using singular cochains, we may derive the de Rham cohomology.

We state this in a general setting: Let X be a topological manifold, and
a constant sheaf G over X, where G is an abelian group. Let Sp(U,G) be
the group of singular cochains in U with coefficients in G, and let δ denote
the coboundary operator.

Let S p(G) be the sheaf over X generated by the presheaf U 7→ Sp(U,G),
with induced differential mapping S p(G)

δ−→ S p+1(G).
Similar to Poincaré lemma, we have for a unit ball U in Euclidean space,

we have the following sequence

· · · → Sp−1(U,G)
δ−→ Sp(U,G)

δ−→ Sp+1(U,G)→ . . .

is exact. So we have the following resolution of the constant sheaf G

0→ G→ S 0(G)
δ−→ S 1(G)

δ−→ S 2(G)→ . . .

Remark 2.5.1. If M is a smooth manifold, then we can consider smooth
chains, that is f : ∆p → U , where f is a smooth function. The corresponding
results above still hold, and we have a resolution by smooth cochains with
coefficients in G:

0→ G→ S •
∞(G)

So if we choose G = R, then it suffices to show 0 → R → S •
∞(R) is an

acyclic resolution, then we obtain de Rham theorem.
First, note that S p

∞ is a S 0
∞-module, given by cup product on open

subsets. Then by Lemma 2.4.1 and the fact S 0
∞ is soft we know that it’s a

soft resolution. This completes the proof.

2.6. Hypercohomology. In homological algebra, the hypercohomology is
a generalization of cohomology functor which takes as input not objects in
abelian category but instead chain complexes of objects.

One of the motivations for hypercohomology is to generalize the zig-zag
lemma, that is, the short exact sequence of sheaves induces a long exact
sequence of cohomology groups. It turns out hypercohomology gives tech-
niques for constructing a similar cohomological associated long exact se-
quence from an arbitrary long exact sequence

0→ F1 → F2 → · · · → Fk → 0

Now let’s give the definition of hypercohomology: Let F • : · · · → F i−1 →
F i → F i+1 → · · · be a complex of sheaves of abelian groups, which is
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bounded from below, that is, Fn = 0 for n � 0. Then F • admits an
injective resolution F • → I•. In other words,

. . . F i−1 F i F i+1 . . .

. . . Ii−1 Ii Ii+1 . . .

such that
(1) All Ii are injective sheaves.
(2) The induced homomorphism H i(F •)→ H i(I•) is an isomorphism.
The hypercohomology of F • is defined by

H i(X,F •) := H i(Γ(X, I•))

Definition 2.6.1. For a sheaf F , F •[n] is a sheaf of complex defined by

(F •[n])i =

{
F i = n

0 otherwise.

Example 2.6.1. Let F be a sheaf and 0 → F → I0 → I1 → . . . be an
injective resolution of F . Then

0 F 0 0 . . .

0 I0 I1 I2 . . .

is an injective resolution of F •[0]. Indeed, Ii are injective for all i ≥ 0, and

H i(I•) =

{
F , n = 0

0, otherwise
= H i(F •[0])

So by definition of hypercohomology, we haveH i(X,F •[0]) = H i(Γ(X, I•)) =
H i(X,F •). In general, one has

H i(X,F •[n]) ∼= H i+n(X,F ).

Theorem 2.6.1 (zig-zag). Let 0→ F • → G • →H • → 0 be a short exact
sequence of complexes of sheaves which are bounded from below. Then there
is an induced long exact sequence
· · · → H i−1(X,H •)→ H i(X,F •)→ H i(X,G •)→ H i(X,H •)→ H i+1(X,F •)→ . . .
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Part 2. Schemes
3. Schemes and Morphisms

3.1. Schemes. Throughout this lecture, all rings are assumed to be commu-
tative with identity element, and all homomorphisms of rings are assumed
to map 1 to 1.

3.1.1. Ringed space.
Definition 3.1.1 (ringed space). A ringed space is a pair (X,OX) consisting
of a topological space X and a sheaf of rings OX on X.
Definition 3.1.2 (locally ringed space). A ringed space (X,OX) is a locally
ringed space if for every p ∈ X, the stalk OX,p is a local ring.
Definition 3.1.3 (morphisms between ringed space). Let (X,OX) and
(Y,OY ) be two ringed space. A morphism from (X,OX) to (Y,OY ) is a
pair (f, f ♯) consisting of a continuous map f : X → Y and a morphism of
sheaves f ♯ : OY → f∗OX .
Remark 3.1.1. Let (f, f ♯) be a morphism between ringed spaces (X,OX) and
(Y,OY ). For every point p ∈ X, there is a homomorphism (f∗OX)f(p) →
OX,p defined by
(f∗OX)f(p) = lim−→

f(p)∈V
(f∗OX)(V ) = lim−→

p∈f−1(V )

OX(f−1(V ))→ lim−→
p∈U
OX(U) = OX,p.

On the other hand, the morphism of sheaves f ♯ : OY → f∗OX induces a
homeomorphism between stalks

(f ♯)p : OY,f(p) → (f∗OX)f(p).
By composing above two homomorphisms, there is a homomorphism

f ♯p : OY,f(p) → OX,p.

Definition 3.1.4 (morphisms between locally ringed space). A morphism
(f, f ♯) between locally ringed spaces (X,OX) and (Y,OY ) is a morphism
between ringed spaces, and for each p ∈ X, the morphism

f ♯p : OY,f(p) → OX,p
is a local homomorphism of local rings.
Definition 3.1.5 (isomorphism). A isomorphism of locally ringed space is
a morphism with a two-side inverse.
3.1.2. Affine schemes.
Definition 3.1.6 (prime spectrum). Let A be a ring. The spectrum of A
is a locally ringed space, consisting of the following data:
(1) A topological space SpecA, which is the set of all prime ideals of A,

equipped with Zariski topology, that is, all closed subsets of SpecA are
of the form V (a) = {p ∈ SpecA | a ⊆ p}.
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(2) A structure sheaf OSpecA, which is defined as follows: For every open
subset U of SpecA, OSpecA(U) consists of mappings s : U →

∐
p∈SpecAAp

satisfying the following two conditions:
(a) For every p ∈ U , one has s(p) ∈ Ap.
(b) For every p ∈ U , there exists a neighborhood Up of p contained in

U and a, f ∈ A such that for every q ∈ Up, one has f 6∈ q and
s(q) = a/f in Aq.

Definition 3.1.7 (affine scheme). A locally ringed space that is isomorphic
to (SpecA,OSpecA) for some ring A is called an affine scheme.

Definition 3.1.8 (distinguished open subset). Let A be a ring and f ∈ A.
The distinguished open subset D(f) is defined by SpecA \ V (f).

Proposition 3.1.1. The distinguished open subsets form a topology basis
of Zariski topology.

Corollary 3.1.1. The affine scheme is quasi-compact.

Proposition 3.1.2. Let A be a ring.
(1) For every p ∈ SpecA, there is a canonical isomorphism Op

∼= Ap.
(2) For every f ∈ A, there is a canonical isomorphism O(D(f)) ∼= Af . In

particular, O(SpecA) ∼= A.

Proof. See Proposition 1.2.4 in [Fu06]. □

Proposition 3.1.3.
(1) Let φ : A→ B be a homomorphism of rings. Then φ induces a canonical

morphism of locally ringed spaces
(f, f ♯) : (SpecB,OSpecB)→ (SpecA,OSpecA).

(2) Any morphism (f, f ♯) between (SpecB,OSpecB) and (SpecA,OSpecA)
is obtained this way.

Proof. See Proposition 1.2.5 in [Fu06]. □

Proposition 3.1.4. For any f ∈ A, there is a canonical isomorphism of
locally ringed spaces

(D(f),OSpecA|D(f)) ∼= (SpecAf ,OSpecAf
).

Proof. See Proposition 1.2.6 in [Fu06]. □

3.1.3. Schemes.

Definition 3.1.9 (scheme). A scheme (X,OX) is a locally ringed space for
which there exists an open covering {Ui}i∈I of X such that each (Ui,OX |Ui)
is an affine scheme.

Notation 3.1.1. For convenience, if there is no ambiguity of the underlying
topological space, we will simply write O instead of OX .
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Proposition 3.1.5. Let (X,OX) be a scheme and U be an open subset of
X. Then (U,OX |U ) is a scheme.
Proof. It follows from Proposition 3.1.4. □
Proposition 3.1.6. Let X be a scheme and A be a ring. Then there is a
one-to-one correspondence between the set of morphisms of schemes from
X to SpecA and the set of homomorphisms of rings from A to OX(X).
Proof. See Proposition 1.2.8 in [Fu06]. □
3.2. Proj construction. In this section we fix a graded ring S with de-
compostion S =

⊕∞
d=0 Sd.

Proposition 3.2.1. An ideal of S is called a homogeneous ideal if it satisfies
one of the following equivalent conditions:
(1) a =

⊕
d(a ∩ Sd).

(2) If a ∈ a and a =
∑

d ad with ad ∈ Sd, then ad ∈ a.
(3) a is generated by homogeneous elements as an additive subgroup of S.
(4) a is generated by homogeneous elements an an ideal of S.
Proposition 3.2.2. Let a be a homogeneous ideal of S. If for any homo-
geneous elements f and g in S such that fg ∈ a, one has either f ∈ a or
g ∈ a, then a is a prime ideal.
Proposition 3.2.3. Let a, b be homogeneous ideals of S. Then
(1) a+ b, ab, a ∩ b are homogeneous ideals.
(2)
√
a is a homogeneous ideal.

Proposition 3.2.4 (Proj). Let S+ =
⊕∞

d=1 Sd and Proj S be the set of all
homogeneous prime ideals of S not containing S+. For any homogeneous
ideal a of S, define

V+(a) = {p ∈ ProjS | a ⊆ p}.
Then
(1) V+(0) = ProjS and V+(S) = ∅.
(2)

⋂
i∈I V+(ai) = V+(

∑
i∈I ai) for any family of homogeneous ideals {ai}i∈I

of S.
(3) V+(a) ∩ V+(b) = V+(ab) = V+(a ∩ b) for any homogeneous ideals a and

b of S.
In particular, ProjS is a topological space so that closed subsets are of the
form V+(a) for homogeneous ideals a of S. This topology is called Zariski
topology of ProjS.

Now let’s define the structure sheaf on ProjS. For any homogeneous
prime ideal p ∈ ProjS, consider the ring

S(p) = {
a

t
∈ Sp | a and t are homogeneous of the same degree}.

For open subset U ⊆ ProjS, OProjS(U) is defined to be the set of functions
s : U →

∐
p∈U S(p) such that
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(1) For every p ∈ U , one has s(p) ∈ S(p).
(2) For every p ∈ U , there exists a neighborhood Up of p contained in U and

homogeneous elements a, f ∈ S of the same degree such that for every
q ∈ Up, one has f /∈ q and s(q) = a/f in S(q).

Proposition 3.2.5.
(1) For every p ∈ ProjS, there is a canonical isomorphism OProjS,p

∼= S(p).
(2) For every homomorphism element f ∈ S+, let

D+(f) = ProjS \ V+((f)) = {p ∈ ProjS | f /∈ p}.
Then D+(f) is open in ProjS, and open subsets of this type form a
basis for the topology of Proj S. Moreover, there is an isomorphism of
locally ringed space

(D+(f),OProjS |D+(f)) ∼= (SpecS(f),OSpecS(f)
).

In particular, (ProjS,OProjS) is a scheme.

Proof. See Proposition 1.2.10 in [Fu06]. □
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4. Properties of schemes

4.1. Quasi-compact, irreducible, Noetherian topological space.

4.1.1. Quasi-compact scheme.

Definition 4.1.1 (quasi-compact). A scheme (X,OX) is called quasi-compact
if any open covering of X admits a finite subcovering.

Remark 4.1.1. A scheme is quasi-compact if and only if it’s a finite union of
affine schemes.

4.1.2. Irreducible topological space.

Definition 4.1.2 (irreducible topological space). A topological space X is
called irreducible if X is not the union of two proper closed subsets. A
subset Y ⊆ X is called irreducible if Y is a irreducible topological space
equipped with induced topological.

Proposition 4.1.1. Let X be a topological space and Y ⊆ X be a sub-
set equipped with induced topological. If Y is irreducible, then Y is also
irreducible.

Proof. Suppose Y is not irreducible, so we have closed subsets S, T in X
such that Y is not contained in either S or T but Y ⊂ T ∪ S. If Y ⊆ S,
then Y ⊆ S = S, a contradiction, so Y is not contained in S. Similarly Y
is not contained in T . But Y ⊆ Y ⊆ S ∪ T , thus Y is not irreducible, a
contradiction. □

Proposition 4.1.2. Let A be a ring. A closed subset of SpecA is irreducible
if and only if it’s of the form V (p) for some prime ideal p of A.

Proof. See Proposition 1.3.2 in [Fu06]. □

Proposition 4.1.3. Let X be a scheme. For any irreducible closed subset
Y of X, there exists a unique point y ∈ Y such that Y = {y}

Proof. See Proposition 1.3.3 in [Fu06]. □

4.1.3. Noetherian topological space.

Definition 4.1.3 (Noetherian topological space). A topological space X is
called a Noetherian topological space if the family of closed subsets of X
satisfies the descending chain conditions.

Example 4.1.1. If A is a Noetherian ring, then SpecA is a Noetherian
topological space.

Proposition 4.1.4. Suppose X is a Noetherian topological space.
(1) For every closed subset Y of X, there is a decompostion Y = Y1∪· · ·∪Yn

into closed irreducible subsets Yi such that Yi 6⊂ Yj whenever i 6= j,
where Yi are called irreducible component of Y .
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(2) An irreducible closed subset Y is an irreducible component of X if and
only if Y is maximal among the family of irreducible closed subset of X.

Proof. See Proposition 1.3.4 in [Fu06]. □
Definition 4.1.4 (minimal prime ideal). Let A be a ring. A prime ideal of
A is called a minimal prime ideal if it contains no prime ideal other than
itself.

Corollary 4.1.1. Let A be a Noetherian ring. Then there is a one to one
correspondence between the family of irreducible components of SpecA and
the family of minimal prime ideals of A.

4.2. Reduced, irreducible and integral scheme.

Definition 4.2.1. Let (X,OX) be a scheme. Then it’s
(1) connected if X is connected.
(2) irreducibe if X is irreducible.
(3) reduced if for every open subset U of X, OX(U) is reduced.
(4) integral if for every open subset U of X, OX(U) is an integral domain.
(5) locally integral if OX,p is an integral domain for every p ∈ X.

Proposition 4.2.1. A scheme (X,OX) is integral if and only if it’s irre-
ducibe and reduced.

Proof. See Proposition 1.3.6 in [Fu06]. □
Proposition 4.2.2. Let (X,OX) be an integral scheme and ξ be its generic
point. Then OX,ξ is a field.

Proposition 4.2.3. A scheme (X,OX) is reduced if and only if OX,p is
reduced for every p ∈ X.

Proof. Suppose (X,OX) is reduced and s ∈ OX,p such that sn = 0. Then
there exists an open neighborhood U of p such that sn = 0 in OX(U), and
thus s = 0 since OX(U) is reduced. Conversely, suppose OX,p is reduced
for every p ∈ X and s ∈ OX(U) such that sn = 0. Then by passing to the
stalks one has sp = 0 for every p ∈ U , and thus s = 0. □
Proposition 4.2.4. Let (X,OX) be a scheme such that X is a Noetherian
topological space. Then (X,OX) is locally integral if and only if it’s reduced
and its irreducibe component are disjoint.

Proof. See Proposition 1.3.8 in [Fu06]. □

4.3. Affine criterion.

Definition 4.3.1. Let (X,OX) be a scheme. For any section f ∈ OX(X),
Xf is defined to be the subset of X consisting of thoes p ∈ X such that the
germ of f at p is a unit in OX,p.

Proposition 4.3.1. Let (X,OX) be a scheme.
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(1) For every f ∈ OX(X), Xf is open. It’s empty if and only if there exists
an open covering {Ui}i∈I of X such that each f |Ui is nilpotent.

(2) For any f, g ∈ OX(X), we have Xf ∩Xg = Xfg.
(3) Let (ϕ,ϕ♯) : (X,OX) → (Y,OY ) be a morphism of schemes and f ∈
OY (Y ). Then ϕ−1(Yf ) = Xφ♯(f).

(4) Suppose X can be covered by finitely many affine open subschemes
{Ui}i∈I such that Ui ∩ Uj can be covered by finitely many affine open
subschemes for all i, j ∈ I. Let A = OX . Then for any f ∈ A, we have
OX(Xf ) = Af .

Proof. Here we only give the proof of (1), and for others one can refer to the
Proposition 1.3.9 in [Fu06]. Suppose {Ui = SpecAi}i∈I is an affine covering
of X and define fi = f |Ui . Then it’s clear that Xf =

⋃
i∈I D(fi), and thus

it’s open.
Now let’s prove the half part:

(a) Suppose there exists an open covering {Ui}i∈I such that each fi :=
f |Ui is nilpotent. Then without lose of generality we may assume this
open covering consists of affine open subsets (by taking refinement when
neccessary). By previous result one has Xf =

⋃
i∈I D(fi) = ∅ since

D(fi) = ∅ if fi is nilpotent.
(b) Conversely, if Xf is empty, then there exists an affine open covering
{Ui = SpecAi}i∈I such that D(fi) = ∅ for each i ∈ I, and thus fi is
nilpotent.

□
Proposition 4.3.2. A scheme (X,OX) is affine if and only if there ex-
ist finitely many sections f1, . . . , fn ∈ OX(X) generating the unit ideal of
OX(X) such that each open subscheme (Xfi ,OX |Xfi

) is affine.

Proof. See Proposition 1.3.10 in [Fu06]. □
4.4. Noetherian scheme.
Definition 4.4.1 (Noetherian scheme). A scheme (X,OX) is called locally
Noetherian if it can be covered by affine open subschemes {Ui = SpecA}i∈I
such that each Ai is Noetherian, and it’s called Noetherian if it’s quasi-
compact and locally Noetherian.
Proposition 4.4.1. Let (X,OX) be a Noetherian scheme. Then every open
subset of X is quasi-compact.
Proof. If X is Noetherian, then it admits a finite affine open covering {Ui =
SpecA}i∈I such that each Ai is Noetherian. In particular, X is a Noetherian
topological space, and thus every open subset of X is quasi-compact. □
Proposition 4.4.2. Let (X,OX) be a locally Noetherian scheme. Then
for any affine open subscheme U = SpecA of X, A is Noetherian. In par-
ticular, an affine scheme (SpecA,OSpecA) is locally Noetherian (and thus
Noetherian) if and only if A is Noetherian.
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Proof. See Proposition 1.3.11 in [Fu06]. □
Proposition 4.4.3. If (X,OX) is a Noetherian scheme, then X is a Noe-
therian topological space, but the converse is not true.

Proof. Recall that if a ring A is Noetherian, then SpecA is a Noetherian
topological space. Now since (X,OX) is a Noetherian scheme, then there
exists a finite affine open covering {Ui = SpecAi}ni=1 such that each Ai is a
Noetherian ring, and it’s clear that a finite union of Noetherian topological
space is also Noetherian.

Conversely, consider the ring A = k[x1, x2, . . . ]/(x
2
1, x

2
2, . . . ), where k is

a field. Since each variable xn is nilpotent, every prime must contain I =
(x1, x2, . . . ). But A/I is just k, so I is already a maximal ideal, and thus
I is the only prime ideal. This shows SpecA has only one point, and it’s
obviously Noetherian. But I is not finitely generated, so A is not Noetherian.
In particular, SpecA is not a Noetherian scheme. □
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5. Properties of morphisms

5.1. Quasi-compact, affine, finite type and finite.

Definition 5.1.1. Let π : X → Y be a morphism of schemes. It’s called
(1) quasi-compact if there exists a covering of Y by affine open subschemes
{Vi}i∈I such that each π−1(Vi) is quasi-compact.

(2) affine if there exists a covering of Y by affine open subschemes {Vi}i∈I
such that each π−1(Vi) is affine.

(3) locally of finite type if if there exists a covering of Y by affine open
subschemes {Vi = SpecBi}i∈I such that each π−1(Vi) can be covered by
affine open subschemes {Uij = SpecAij}j∈Ji for some finitely generated
Bi-algebra Aij .

(4) finite type if it’s quasi-compact and locally of finite type.
(5) finite if there exists a covering of Y by affine open subschemes {Vi =

SpecBi}i∈I such that each π−1(Vi) = SpecAi for some finitely generated
Bi-module Ai.

Definition 5.1.2 (affine-local). Let (X,OX) be a scheme and {SpecAi}i∈I
be an open covering of X. A property P is called affine-local, if every SpecAi
has property P implies any affine open subset of X has property P.

Lemma 5.1.1. Suppose SpecA and SpecB are affine open subschemes of
a scheme X. Then SpecA ∩ SpecB is the union of open subsets that are
simultaneously distinguished open subschemes of SpecA and SpecB.

Proof given in [Vak17]. It suffices to show for any p ∈ SpecA∩SpecB, there
exists an open neighborhood of p in SpecA ∩ SpecB that is simultaneously
distinguished in both SpecA and SpecB. Let SpecAf be a distinguished
open subset of SpecA contained in SpecA ∩ SpecB and containing p and
SpecBg be a distinguished open subset of SpecB contained in SpecAf and
containing p. Then g ∈ OX(SpecB) = B restricts to an element g′ ∈
OX(SpecAf ) = Af . Note that

SpecBg = SpecAf \ {q ∈ SpecAf | g′ ∈ q} = (SpecAf )g′ .

If g′ = g′′/fn in Af , where g′′ ∈ A, then (SpecAf )g′ = SpecAfg′′ , and this
completes the proof. □
Lemma 5.1.2 (affine communication lemma). Let P be a property enjoyed
by some affine open subsets of a scheme X, such that
(1) if an affine open subset SpecA ↪→ X has property P, then for any f ∈ A,

SpecAf ↪→ X does too.
(2) If (f1, . . . , fn) = A, and SpecAfi ↪→ X has property P for each i, then

so does SpecA ↪→ X.
Then the property P is affine-local.

Proof given in [Vak17]. Suppose {SpecAi} be an affine open covering of the
scheme X enjoying the property P. For any affine open subscheme SpecA
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of X, by Lemma 5.1.1 we may cover SpecA with a finite number of dis-
tinguished open subsets SpecAgi , each of which is distinguished in some
SpecAi. By (1) one has each SpecAgi has property P, and thus SpecA has
the property P by (2). □

Proposition 5.1.1. Let π : X → Y be a morphism of schemes.
(1) π is quasi-compact if and only if for every affine open subscheme V of

Y , f−1(V ) is quasi-compact.
(2) π is affine if and only if for every affine open subscheme V of Y , f−1(V )

is affine.
(3) π is of locally finite type if and only if for every affine open sub-

scheme V = SpecB of Y , f−1(V ) can be covered by many affine open
subschemes {Uj = SpecAj}j∈J such that each Aj is a finitely generated
B-algebra.

(4) π is of finite type if and only if for every affine open subscheme
V = SpecB of Y , f−1(V ) can be covered by finitely many affine open
subschemes {Uj = SpecAj}j∈J such that each Aj is a finitely generated
B-algebra.

(5) π is finite if and only if for every affine open subscheme V = SpecB of
Y , f−1(V ) = SpecA for some finitely generated B-module A.

Proof. Here we only give the proof of (1), and proofs for others are simi-
lar. By affine communication lemma, it suffices to show the following two
statements
(a) If SpecA ⊆ Y is an affine open subset such that π−1(SpecA) is quasi-

compact, then for any f ∈ A one has π−1(SpecAf ) is quasi-compact.
(b) If (f1, . . . , fn) = A and π−1(SpecAfi) is quasi-compact for each i, then

π−1(SpecA) is quasi-compact.
The statement (b) is easy since the finite union of quasi-compact subset is
still quasi-compact, and now let’s prove statement (a). Suppose SpecA ⊆ Y
is an affine open subset such that π−1(SpecA) is quasi-compact. Then for
any f ∈ A, one has

π−1(SpecAf ) = (π−1(SpecA))π♯(f),

where π♯(f) ∈ OX(π−1(SpecA)). On the other hand, since π−1(SpecA) is
quasi-compact, there exists a finite affine open covering U of it, and by (1)
of Proposition 4.3.1 one has the intersection of (π−1(SpecA))π♯(f) with any
affine open subset in U is still affine. This shows (π−1(SpecA))π♯(f) is a
quasi-compact since it’s a finite union of affine open subsets. □

Corollary 5.1.1. Any affine morphism is quasi-compact.

Corollary 5.1.2. If the source of a morphism is a Noetherian scheme, then
the morphism is quasi-compact.

Proof. It follows from Proposition 4.4.1. □
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Proposition 5.1.2. Suppose f : X → Y is a morphism of schemes. Then
f is locally of finite type if and only if for every affine open subscheme
V = SpecB of Y and every affine open subscheme U = SpecA of X such
that f(U) ⊆ V , the B-algebra A is finitely generated.

Proof. See Exercise 7.7.1. □

5.2. Birational morphism.

Proposition 5.2.1. Let X → S and Y → S be two morphisms and assume
Y → S is locally of finite type.
(1) Let f, g : X → Y be two morphisms making the following diagram com-

mutes
X Y

S

Let x ∈ X such that f(x) = g(x) = y and such that f ♯x = g♯x. Then
there exists an open neighborhood U of x in X such that f |U = g|U .

(2) Suppose S is locally Noetherian. Let x ∈ X and y ∈ Y be two points
such that their images in S are the same point s ∈ S, and let φ : OY,y →
OX,x be a homomorphism making the following diagram commutes

OX,x OY,y

OS,s

ϕ

Then there exists an open neighborhood U of x in X and a morphism
f : U → Y such that f(x) = y, f ♯x = φ and the following diagram com-
mutes

U Y

S

f

(3) Suppose S is locally Noetherian, X → S is also locally of finite type,
and f : X → Y is a morphism making the diagram in (1) commutes.
Assume f(x) = y and f ♯x : OY,y → OX,x is an isomorphism. Then there
exist open neighborhoods U of x in X and V of y in Y such that f
induces an isomorphism from U to V .

Proof. See Proposition 1.3.13 of [Fu06]. □

Definition 5.2.1 (dominant and birational morphism). Let X and Y be
integral schemes.
(1) A morphism f : X → Y is dominant if f(X) = Y .
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(2) A dominant morphism f : X → Y is called birational if f ♯ξ : OY,η → OX,ξ
is an isomorphism, where ξ, η are generic points of X and Y respectively.

Corollary 5.2.1. Let S be a locally Noetherian scheme and let X and Y be
two integral schemes. Suppose we have the following commutative diagram

X Y

S

f

such that X → S and Y → S are locally of finite type and f is a birational
morphism. Then there exists non-empty open subsets U ⊆ X and V ⊆ Y
such that f induces an isomorphism from U to V .

5.3. Open immersion and closed immersion.

Definition 5.3.1 (open immersion). A morphism (f, f ♯) : (Z,OZ)→ (X,OX)
is called an open immersion if it induces an isomorphism of (Z,OZ) with an
open subscheme of (X,OX).

Definition 5.3.2 (closed immersion). A morphism (f, f ♯) : (Z,OZ)→ (X,OX)
is called a closed immersion if it induces a homeomorphism of Z with a closed
subset of X, and f ♯ : OX → f∗OZ is surjective.

Definition 5.3.3 (immersion). A morphism Z → X is called an immersion
if it can be written as a composite Z → U → X such that U → X is an
open immersion and Z → U is a closed immersion.

Definition 5.3.4 (locally closed subset). A subset Z of X is called locally
closed if it’s the intersection of an open subset with a closed subset.

Remark 5.3.1. In other words, a subset Z is locally closed if and only if Z
is open in Z.

Proposition 5.3.1. Let (f, f ♯) : (Z,OZ) → (X,OX) be a morphism of
schemes.
(1) (f, f ♯) : (Z,OZ)→ (X,OX) is an open immersion if and only if f induces

a homeomorphism of Z with an open subset of X and f ♯p : OX,f(p) →
OZ,p is an isomorphism for every p ∈ Z.

(2) (f, f ♯) : (Z,OZ) → (X,OX) is an immersion if and only if f induces a
homeomorphism of Z with a locally closed subset ofX and f ♯p : OX,f(p) →
OZ,p is an epimorphism.

(3) The immersions are monomorphisms in the category of schemes. More-
over, the composite of immersions is an immersion, so are open immer-
sion and closed immersion.

Proof. See Exercise 7.8.1. □

Proposition 5.3.2. Let A be a ring.
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(1) For every ideal a of A, the morphism ϕ : SpecA/a → SpecA induced
by the canonical homomorphism φ : A→ A/a is a closed immersion.

(2) Every closed immersion into SpecA is isomorphic to SpecA/a→ SpecA
for some ideal a of A.

Proof. See Proposition 1.3.16 of [Fu06]. □
Corollary 5.3.1. A closed immersion is affine, and thus quasi-compact.
Proposition 5.3.3 (reduced closed subscheme structure). Let (X,OX) be
a scheme and Y be a closed subset of X. Then there exists a unique reduced
scheme structure (Y,OY ) on Y which makes Y a closed subscheme of X. If
(Z,OZ)→ (X,OX) is a closed immersion such that its image in X contains
Y , then there exists a unique morphism (Y,OY ) → (Z,OZ) such that the
following diagram commutes

Y X

Z

Proof. See Proposition 1.3.18 of [Fu06]. □
5.4. Fibred product. In this section S always is a scheme.
Definition 5.4.1.
(1) An S-scheme is a scheme X together with a morphism X → S.
(2) An S-morphism from an S-scheme X to an S-scheme Y is a morphism

X → Y such that the diagram
X Y

S

commutes.
Remark 5.4.1. For any scheme X, there is a unique morphism X → SpecZ,
so the category of schemes coincides with the category of SpecZ-schemes.
Definition 5.4.2 (fibred product). Let X and Y be S-schemes. The prod-
uct in the category of S-schemes is called the fibred product of X and Y
over S, which is a S-scheme denoted by X ×S Y .
Proposition 5.4.1. For S-schemes X and Y , their fibred product over S
exists and unique up to unique isomorphism.
Proof. See Proposition 1.3.20 of [Fu06]. □
Proposition 5.4.2. Let f : X → Y be a morphism of schemes and y be a
point in Y with residue field k(y). The projection

X ×Y Spec k(y)→ X

induces a homeomorphism from X ×Y Spec k(y) with f−1(y) on the under-
lying topological spaces.
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Proof. See Proposition 1.3.21 of [Fu06]. □

Proposition 5.4.3. Let
X Y

T

S

be morphisms of schemes. Then the diagram
X ×T Y X ×S Y

T T ×S T
is Cartesian, where the top horizontal arrow is the unique morphism whose
composites with the two projections of X ×S Y to its factors are the two
projections of X ×T Y to its factors, and the right vertical arrow is the
unique morphism whose compositions with the two projections of T ×S T to
its factors are the morphisms X → T and Y → T respectively.

Proof. See Exercise 7.9.4. □

5.4.1. Base change.

Definition 5.4.3 (stable under base change). Let f : X → Y be a morphism
of schemes. A property P of f is called stable under base change, if for any
morphism Y ′ → Y , the base change f ′ : X ×Y Y ′ → Y ′ also has property P.

Proposition 5.4.4.
(1) The quasi-compact morphism is stable under base change.
(2) The finite type morphism is stable under base change.
(3) The finite morphism is stable under base change.
(4) The immersion (closed immersion, open immersion) is stable under base.

Proof. Here we only give the proof of (1), and the proofs for others are
similar.

Let f : X → Y be a quasi-compact morphism and g : Y ′ → Y be a mor-
phism. For any affine open subset U = SpecA of Y , we choose an affine
open covering {Vi = SpecBi} of g−1(U), where Bi’s are A-algebras. Then

f ′−1(Vi) = X ×Y Vi = f−1(U)⊗U Vi.
On the other hand, since f is quasi-compact, there exists a finite affine open
covering {Wj = SpecCj}nj=1 of f−1(U), where Cj ’s are A-algebras. Then

f ′−1(Vi) = f−1(U)⊗U Vi =
n⋃
j=1

SpecCj ⊗A Bi.
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This shows f ′−1(Vi) is quasi-compact. By varing U and thus g−1(U), we
obtain an open covering {Vi}i∈I of Y ′ such that f ′−1(Vi) is quasi-compact
for each i ∈ I. This shows f ′ is quasi-compact. □
5.5. Separated morphisms.
Definition 5.5.1 (diagonal morphism). Let f : X → Y be a morphism of
schemes. The diagonal morphism ∆X/Y : X → X ×Y X to be the unique
morphism satisfying

p ◦∆X/Y = q ◦∆X/Y = idX .

Definition 5.5.2 (separated morphism). Let f : X → Y be a morphism of
schemes. It’s called separated if ∆X/Y is a closed immersion.

Definition 5.5.3 (separated scheme). A scheme X is called separated if
the canonical morphism X → SpecZ is separated.
Definition 5.5.4 (quasi-separated).
(1) A morphism f : X → Y of schemes is called quasi-separated if the diag-

onal morphism is quasi-compact.
(2) A scheme X is quasi-separated if the canonical morphism X → SpecZ

is quasi-separated.
Proposition 5.5.1. Let f : SpecB → SpecA be a morphism of affine
schemes. Then f is separated.
Proof. See Proposition 1.3.22 of [Fu06]. □
Proposition 5.5.2. Let f : X → Y be a morphism of schemes.
(1) The diagonal morphism ∆: X → X ×Y X is an immersion.
(2) f : X → Y is separated if and only if ∆X/Y (X) is a closed subset of

X ×Y X.
Proof. See Proposition 1.3.23 of [Fu06]. □
Proposition 5.5.3.
(1) A morphism f : X → Y of schemes is separated if and only if there exists

an open covering {Vi}i∈I of Y such that f−1(Vi)→ Vi is separated.
(2) The immersion is separated.
(3) The composite of two separated morphisms is separated.
(4) The separated morphism is stable under base change.
(5) Let f : X → Y and g : Y → Z be morphisms of schemes. If g ◦ f is

separated, then f is separated.
Proof. Here we only give the proof of (1), and for others one can refer to
the Proposition 1.3.26 in [Fu06].

Let {Vi}i∈I be an open covering of Y and Ui = f−1(Vi) such that Ui → Vi
is separated. By (2) of Proposition 5.5.2 it suffices to show ∆X/Y (X) is a
closed subset of X ×Y X, and it suffices to find an open covering U such
that the preimage of each open subset in U under ∆X/Y is closed. Suppose
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g : X ×Y X → Y is the natural morphism. Then {g−1(Vi)} gives an open
covering of X×Y X and by the property of fibred product one has g−1(Vi) =
Ui ×Vi Ui. It’s clear ∆−1

X/Y (Ui ×Vi Ui) = Ui, and Ui → Ui ×Vi Ui is closed
since Ui → Vi is separated.

Conversely, suppose f : X → Y is separated. Then for any open covering
{Vi}i∈I of Y , f−1(Vi)→ Vi is the base change of f under Vi ↪→ V , and thus
it’s separated since the separated morphism is stable under base change. □
Proposition 5.5.4. Let X be a S-scheme, where S is an affine scheme.
(1) If X is separated over S, then the intersection of any two affine open

subschemes is affine, and this fails in general if X is not separated.
(2) If X is quasi-separated over S, then the intersection of any two affine

open subschemes is a finite union of affine subschemes,

Proof. For (1). Let U = SpecA and V = SpecB be two affine open sub-
schemes of X. Then by the property of fibred product one has U ×S V
is affine. On the other hand, by Proposition 5.4.3 one has the following
diagram is Cartesian

U ×X V U ×S V

X X ×S X

Thus U ∩V = U ×X V → U ×S V is a closed immersion since X → X ×S X
is a closed immersion, and the closed immersion is stable under base change.
As a consequence, U ∩V is affine since every closed immersion into an affine
scheme is affine, and the proof of (2) is similar.

In general, consider the affine plane with double origin, that is, two copies
U and V of affine plane A2

k over a field k glued along the identity morphism
on the open subscheme A2

k \{0}. Then the intersection U ∩ V ∼= A2
k \{0},

which is not affine. □
5.6. Proper and projective morphisms.

5.6.1. Proper morphisms.

Definition 5.6.1 (universally closed). A morphism f : X → Y of schemes
is called universally closed, if for any morphism Y ′ → Y , the base change
f ′ : X×Y Y ′ → Y ′ of f is a closed map on the underlying topological spaces.

Definition 5.6.2 (proper). A morphism f : X → Y of schemes is proper if
f is finite type, separated and universally closed.

Proposition 5.6.1.
(1) A morphism f : X → Y of schemes is proper if and only if there exists

an open covering {Vi}i∈I of Y such that f−1(Vi)→ Vi is proper.
(2) The closed immersion is proper.
(3) The composite of two proper morphisms is proper.
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(4) The proper morphism is stable under base change.
(5) Let f : X → Y and g : Y → Z be morphisms of schemes. If g ◦ f is

proper and g is separated, then f is proper.

Proposition 5.6.2. The finite morphism is proper.

5.6.2. Projective morphisms.

Definition 5.6.3 (projective space). The projective space PnZ is defined by
ProjZ[x0, . . . , xn], and for any scheme Y , the projective space over Y is the
Y -scheme PnY := PnZ ×Z Y .

Definition 5.6.4 (projective morphisms). A morphism f : X → Y of schemes
is projective if f can factorized as a composite

X → PnY → Y

such that X → PnY is a closed immersion and PnY → Y is the projection. It’s
called quasi-projective if it can be factorized as above with X → PnY being
an immersion.

Definition 5.6.5 (projective). A S-scheme X is called projective over S, if
X → S is a projective morphism.

Lemma 5.6.1. For any finitely generated A-module, one has
{p ∈ SpecA |Mp = 0} = SpecA \ V (annA(M)).

Proposition 5.6.3. The projective morphism is proper.

Proposition 5.6.4.
(1) The closed immersion is projective.
(2) The composite of projective morphisms is projective.
(3) The projective morphism is stable under base change.
(4) Let f : X → Y and f ′ : X ′ → Y ′ be projective S-morphisms between

S-schemes. Then f × f ′ : X ×S X ′ → Y ×S Y ′ is projective.
(5) Let f : X → Y and g : Y → Z be morphism of schemes. If g ◦ f is

projective and g is separated, then f is projective.

Proposition 5.6.5 (Segre embedding). There exists a closed immersion

PmS ×S PnS → P(m+1)(n+1)−1
S ,

which is an S-morphism.
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6. Coherent sheaves

6.1. OX-modules. Let (X,OX) be a ringed space.
Definition 6.1.1 (OX -module). A sheaf of OX -module (or OX -module) is
a sheaf F such that
(1) every open subset U ⊆ X, F(U) is an OX(U)-module;
(2) for every inclusion of open subsets V ⊆ U , the restriction F(U)→ F(V )

is compatible with the module structure via the ring homomorphism
OX(U)→ OX(V ).

Definition 6.1.2 (morphism of OX -module). Let F and G be OX -modules.
A morphism of OX -modules is a morphism of sheaves φ : F → G such that
for each open subset U ⊆ X, φ(U) : F(U) → G(U) is a homomorphism of
OX(U)-modules.
Notation 6.1.1. The set of morphisms between OX -modules F and G is
denoted by HomOX

(F ,G), which is a OX(X)-module.
Example 6.1.1. Let F and G be OX -modules.
(1) The sheaf hom HomOX

(F ,G) is the OX -module
U 7→ HomOX |U (F|U ,G|U ).

(2) The tensor F ⊗OX
G is the OX -module associated to the presheaf
U 7→ F(U)⊗OX(U) G(U).

Remark 6.1.1. For any p ∈ X, one has
(F ⊗ G)p = Fp ⊗ Gp.

Example 6.1.2. Let {Fi}i∈I be a family of OX -modules.
(1) The direct sum in the category of OX -module is the sheaf associated to

the presheaf sheaf
U 7→

⊕
i∈I
Fi(U).

(2) The direct product in the category of OX -module is the sheaf associated
to the presheaf sheaf

U 7→
∏
i∈I
Fi(U).

Example 6.1.3. Let I be a direct set.
(1) For a direct system (Fi, φij) of OX -modules, its direct limit in the cat-

egory of OX -modules is the sheaf associated to the presheaf
U → lim−→

i

Fi(U).

(2) For a inverse system (Fi, φij) of OX -modules, its direct limit in the
category of OX -modules is the sheaf associated to the presheaf

U → lim←−
i

Fi(U).
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Definition 6.1.3 (direct image and inverse image). Let (f, f ♯) : (X,OX)→
(Y,OY ) be a morphism of ringed spaces.
(1) Let F be an OX -module. The direct image f∗F is an f∗OX -module,

and it becomes a OY -module via the morphism f ♯ : OY → f∗OX .
(2) Let G be an OY -module. The inverse image of G is defined to be OX -

module
f∗G = OX ⊗f−1OY

f−1G.

Definition 6.1.4 (finite representation). An OX -module F is called of finite
presentation if there exists an open covering {Ui}i∈I of X such that on each
Ui, there is an exact sequence of the form

O⊕mi
Ui
→ O⊕ni

Ui
→ F|Ui → 0.

Definition 6.1.5 (finite type). An OX -module F is called of finite type if
there exists an open covering {Ui}i∈I of X such that on each Ui, there is an
exact sequence of the form

O⊕ni
Ui
→ F|Ui → 0.

Proposition 6.1.1. Let (X,OX) be a ringed space and F ,G beOX -modules.
If F is of finite representation, then for every p ∈ X, one has

(HomOX
(F ,G))p ∼= HomOX,p

(Fp,Gp).

Proof. See Proposition 1.4.1 in [Fu06]. □

6.2. Coherent sheaves.

6.2.1. Sheaf associated to a module over affine space.

Definition 6.2.1. Let A be a ring and M be a A-module. The OSpecA-
module associated to M , denoted by M∼ is defined as follows: For ev-
ery open subset U ⊆ SpecA, M∼(U) consists of those mappings s : U →∐
p∈SpecAMp satisfying the following two conditions

(1) For every p ∈ U , one has s(p) ∈Mp.
(2) For every p ∈ U , there exists an open neighborhood Up of p, m ∈ M

and f ∈ A, such that for every q ∈ Up, one has f 6∈ q and s(q) = m/f
in Mq.

For every inclusion of open subsets V ⊆ U , M∼(U)→M∼(V ) is defined to
be the restriction of mappings.

Example 6.2.1. Let A be a ring. Then A∼ = OSpecA.

Proposition 6.2.1. Let A be a ring and M be a A-module.
(1) (M∼)p ∼=Mp for every p ∈ SpecA.
(2) (M∼)(D(f)) ∼=Mf for every f ∈ A.
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(3) A sequence of A-modules

M ′ →M →M ′′

is exact if and only if the sequence of OSpecA-modules

M ′∼ →M∼ →M ′′∼

is exact.
(4) For any A-modules M and N , one has

HomOSpecA
(M∼, N∼) ∼= HomA(M,N)

M∼ ⊗OSpecA
N∼ ∼= (M ⊗A N)∼.

If M is an A-module with finite presentation, then

HomOSpecA
(M∼, N∼) ∼= (HomA(M,N))∼.

(5) For a family {Mi}i∈I of A-modules, one has⊕
i

M∼
i
∼= (
⊕
i

Mi)
∼.

(6) For a direct system (Mi, φij)i∈I of A-modules, one has

lim−→
i

M∼
i
∼= (lim−→

i

Mi)
∼.

Proof. Here we only give the proofs of (3), (5) and (6), since (1),(2) can be
proved by the similar argument as shown in structure sheaf case, and the
proof of (4) is shown in Proposition 1.4.2 in [Fu06].

For (3). Note that a sequence of A-modules M ′ → M → M ′′ is exact if
and only if

M ′
p →Mp →M ′′

p

is exact for every p ∈ SpecA, and thus it’s equivalent to the sequence of
sheaves M ′∼ →M∼ →M ′′∼ is exact by (1).

For (5). It suffices to note that for each p ∈ SpecA, one has

(
⊕
i

M∼
i )p ∼=

⊕
(M∼

i )p ∼=
⊕

Mi,p
∼= (
⊕
i

Mi)
∼
p ,

since taking stalk commutes with direct sum, and by the same argument
one can prove (6), since both taking stalk and direct limit are colimits, and
colimit commutes colimit. □

Proposition 6.2.2. Let φ : A → B be a homomorphism of rings and
f : SpecB → SpecA be the corresponding morphism.
(1) For every B-module N , one has f∗N∼ ∼= N∼, where on the right hand

N is regarded as an A-module.
(2) For every A-module M , one has f∗M∼ ∼= (B ⊗AM)∼.

Proof. See Proposition 1.4.3 in [Fu06]. □
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6.2.2. Coherent sheaves on Noetherian scheme.
Definition 6.2.2 (quasi-coherent). Let (X,OX) be a scheme. A sheaf of
OX -module F is called quasi-coherent if X can be covered with affine open
subschemes Ui = SpecAi such that F|Ui

∼=M∼
i for some Ai-module Mi.

Definition 6.2.3 (coherent). Let (X,OX) be a Noetherian scheme. A sheaf
ofOX -module F is called quasi-coherent if X can be covered with affine open
subschemes Ui = SpecAi such that F|Ui

∼= M∼
i for some finitely generated

Ai-module Mi.
Proposition 6.2.3. Let X be a scheme and F be a quasi-coherent sheaf on
X. Then for any affine open subscheme U = SpecA of X, there exists an
A-module M such that F|U = M∼. If X is Noetherian and F is coherent,
then M is finitely generated.
Proof. See Proposition 1.4.5 in [Fu06]. □
Corollary 6.2.1. Let X be a scheme and F ,G be quasi-coherent OX -
modules.
(1) The tensor product F ⊗OX

G is quasi-coherent, and if F is of finite
presentation, then HomOX

(F ,G) is quasi-coherent.
(2) Let φ : F → G be a morphism. Then kerφ, cokerφ and imφ are quasi-

coherent.
If X is Noetherian, then the same statements hold for coherent sheaf.
Proof. See Corollary 1.4.6 in [Fu06]. □
Proposition 6.2.4. Let f : X → Y be a morphism of schemes.
(1) If G is a quasi-coherent OY -module, then f∗G is a quasi-coherent OX -

module.
(2) If X and Y are Noetherian and G is coherent, then f∗G is coherent.
(3) If f is quasi-compact and quasi-separated, and F is a quasi-coherent
OX -module, then f∗F is a quasi-coherent OY -module.

Proof. See Proposition 1.4.9 in [Fu06]. □
6.2.3. Coherent sheaves on general scheme.
Definition 6.2.4 (coherent sheaf on ringed space). Let (X,OX) be a ringed
space. An OX -module F is called coherent if F is of finite type and for every
open subset U of X and every homomorphism u : O⊕n

U → F|U , the kernel of
u is of finite type.
Proposition 6.2.5. Let (X,OX) be a ringed space.
(1) Suppose OX is coherent. Prove that an OX -module F is coherent if and

only if F is of finite presentation.
(2) Prove that Definition 6.2.4 of coherence coincides with the one in Defi-

nition 6.2.3 for Noetherian schemes.
Proof. See Exercise 7.11.2. □
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Lemma 6.2.1 (Oka). Let X be a complex manifold and OX be the sheaf
of holomorphic functions (and thus (X,OX) gives a locally ringed space).
Then OX is coherent.
6.3. Sheaf of ideals.
Definition 6.3.1 (sheaf of ideals). Let (X,OX) be a ringed space. A sheaf
of ideals I of OX is an OX -submodule of OX .
Definition 6.3.2 (support). Let (X,OX) be a ringed space and F be an
OX -module. The support of F is defined to be the set

suppF = {p ∈ X | Fp 6= 0}.
Proposition 6.3.1. Let X be a scheme and F be a quasi-coherent OX−

module of finite type. Then suppF is a closed subset of X. Suppose further-
more that X is Noetherian. Then for every coherent sheaf of ideals I of OX
such that supp F ⊆ supp(OX/I), there exists n ∈ N such that InF = 0.
Proof. See Proposition 1.4.14 of [Fu06]. □
Definition 6.3.3 (scheme theoretic image). Let f : X → Y be a morphism
between schemes. A closed immersion i : Z → Y such that f = i ◦ g for a
morphism g : X → Z is called a scheme theoretic image, if i statisfies the
following universal property: For every factorization f = i′ ◦ g′ such that
i′ : Z ′ → Y is a closed immersion and g′ : Z ′ → Y is a morphism, there exists
a unique morphism j : Z → Z ′ such that i′ ◦ j = i and j ◦ g = g′.

X Y

Z

Z ′

f

g

g′

i

i′

Proposition 6.3.2. Let f : X → Y be a quasi-compact and quasi-separated
morphism between schemes. Then f(X) is its scheme theoretic image.
Corollary 6.3.1. Let f : Z → X be an immersion. If f is quasi-compact,
then f can be factorized as Z → F → X such that the first arrow is an open
immersion and the second arrow is a closed immersion.
Proof. See Corollary 1.4.17 of [Fu06]. □
Proposition 6.3.3 (Chow’s lemma). Let S be a Noetherian scheme and
f : X → S be a proper morphism. Then there exists a projective morphism
g : X ′ → X such that f ◦ g is projective, and g induces an isomorphism
g−1(U)→ U for some dense open subset U of X.

X ′ X

S

g

f
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Proof. See Proposition 1.4.18 of [Fu06]. □

6.4. Coherent sheaves on Proj. Let S =
⊕∞

d=0 Sd be a graded ring and
M is a graded S-module.

Definition 6.4.1 (shifted graded module). M(n) is the graded S-module
whose underlying S-module is M and whose grading is defined by (M(n))d =
Md+n.

Definition 6.4.2. For every homogeneous prime ideal p of S, define M(p)

to be the S(p)-module

M(p) = {
m

t
| m ∈M and t ∈ S \ p are homogeneous of the same degree}.

Definition 6.4.3. For every homogeneous element f in S, define M(f) to
be the S(f)-module

M(f) = {
m

fk
| k ∈ N and m ∈M is homogeneous of degree k deg f}.

Definition 6.4.4. The OProjS-module associated to M , denoted by M∼ is
defined as follows: For every open subset U ⊆ SpecA,M∼(U) consists of
those mappings s : U → qp∈SpecAM(p) satisfying the following two condi-
tions
(1) For every p ∈ U , one has s(p) ∈M(p).
(2) For every p ∈ U , there exists an open neighborhood Up of p,m ∈M and

f ∈ S of the same degree, such that for every q ∈ Up, one has f /∈ q and
s(q) = m/f in M(q).

For every inclusion of open subsets V ⊆ U,M∼(U)→ M∼(V ) is defined to
be the restriction of mappings.

Proposition 6.4.1.
(1) For every p ∈ ProjS, one has (M∼)p ∼=Mp.
(2) For every homogeneous element f in S of positive degree, one has

M∼|D(f)
∼= (M(f))

∼.
(3) M∼ is quasi-coherent. If S is Noetherian and M is finitely generated

S-module, then ProjS is Noetherian and M∼ is coherent.

Definition 6.4.5 (twisting). For any integer n,OProjS(n) is defined by
S(n)∼ and OProj S(1) is called the twisting sheaf. Moreover, for any OProj S−

module F , define
F(n) = F ⊗OProj S

OProjS(n).

Proposition 6.4.2. Let S be a graded ring which is generated by S1 as a
S0-algebra.
(1) OProjS(n) is an invertible sheaf for every n.
(2) Let M and N be S-modules. Then

(M ⊗S N)∼ ∼=M∼ ⊗OProjS
N∼.
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Proposition 6.4.3. Let S be a graded rings which are generated by S1
as S0-algebra and so is T . Let φ : T → S be a homomorphism with the
property φ(Sd) ⊆ Td for all d, and

U = {q ∈ ProjT | S+ ⊊ φ−1(q)}.
Then U is an open subset of ProjT and φ induces a canonical morphism
f : U → ProjS.
(1) For every graded S-module M , one has

f∗M∼ ∼= (T ⊗S M)∼|U .
In particular, one has

f∗OProjS(n) ∼= OProjT (n)|U .
(2) For every graded T -module N , one has

f∗(N
∼|U ) ∼= N∼,

where on the right hand side, N is regarded as an S-module.

6.4.1. Graded S-module associated to OProjS-module. Let S be a graded
ring which is generated by S1 as S0-algebra and X = ProjS.

Definition 6.4.6 (graded S-module associated to OProjS-module). For any
OX -module F , the graded S-module associated to F is defined by

Γ∗(F) =
∞⊕

n=−∞
F(n)(X),

where the S acts on Γ∗(F) by the following composite of canonical homo-
morphisms

Sd ⊗F(n)(X)→ OProjS(d)(X)⊗F(n)(X)→ F(d+ n)(X).

Proposition 6.4.4. Let F be a quasi-coherentOProjS-module. Then Γ∗(F)∼ ∼=
F .

Corollary 6.4.1.
(1) Let X be a closed subscheme of PmA = ProjA[x0, . . . , xm], where A is a

ring. Then X is isomorphic to ProjA[x0, . . . , xm]/a for some homoge-
neous ideal a of A[x0, . . . , xm].

(2) A scheme X over SpecA is projective if and only if it’s isomorphic
to ProjS for some graded ring S such that S0 = A and S is finitely
generated by S1 as S0-algebra.

6.4.2. Ampleness and globally generated.

Definition 6.4.7 (very ample). Let X be a S-scheme. An invertible OX -
module L is called very ample over S if there exists an immersion i : X → PmS
which is an S-morphism such that

L ∼= i∗(OPm
S
(1)).
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Definition 6.4.8 (generated by global sections). An OX -module F is gen-
erated by global sections if there exists a family of sections si ∈ F(X) such
that for every p ∈ X,Fp is generated by the germs (si)p as an OX,p-module.

Theorem 6.4.1 (Serre). Let X be a scheme proper over Spec A for a
Noetherian ring A, let OX(1) be an invertible OX -module very ample over
Spec A, and let F be a coherent OX -module. There exists an integer N such
that for every n ≥ N , the OX -module F(n) = F⊗OXOX(1)⊗n is generated
by finitely many global sections.
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Part 3. Homework
7. Homework

7.1. Homework-1.

Exercise 7.1. 1. A filtered abelian group is a pair (A,F •A) such that A is
an abelian group and

· · · ⊃ F iA ⊃ F i+1A ⊃ · · ·

is a decreasing family of subgroups of A with indices i ∈ Z. A homomor-
phism f : (A,F •A) → (B,F •B) of filtered abelian groups is a homomor-
phism f : A→ B of abelian groups such that f(F iA) ⊂ F iB for all i ∈ Z.
(1) Prove that filtered abelian groups form an additive category with zero

objects and every morphism has kernel and cokernel.
(2) Given an example of a morphism f such that the canonical morphism

coim f → im f is not an isomorphism.

Proof. For (1). Suppose (A,F •A) and (B,F •B) are filtered abelian groups.
The direct product of (A,F •A) and (B,F •B) is given by (A⊕, F •(A⊕B)),
where the filtration of A ⊕ B is given by F i(A ⊕ B) = F iA ⊕ F iB, and
it’s clear morphisms between (A,F •A) and (B,F •B) form an abelian group
such that the composition is bilinear. This shows the category of filtered
abelian groups is additive, and the zero object in this category is zero group
with trivial filtration.

Suppose f : (A,F •A)→ (B,F •B) is a morphism between filtered abelian
groups. Since f is also a group homomorphism between abelian groups, it
has kernel and cokernel in the category of abelian groups. More precisely,
ker f ⊂ A and coker f = B/ im f . Then the filtrations on A and B induce
filtrations on ker f and coker f respectively, and thus it gives kernel and
cokernel in the category of filtered abelian groups.

For (2). Suppose A = Z⊕Z with filtration Z⊕Z ⊃ Z ⊃ {0} and B =
Z⊕Z⊕Z with filtration Z⊕Z⊕Z ⊃ Z⊕Z ⊃ {0}. For homomorphism
given by

A→ B

(a, b) 7→ (a, b, 0),

the coimage is exactly A with filtration Z⊕Z ⊃ Z ⊃ {0}, but the image is
Z⊕Z with filtration Z⊕Z ⊃ Z⊕Z ⊃ {0}. □

Exercise 7.2. Let 0 → A → B → C → 0 be a sequence of morphisms in
an abelian category. Prove the following statements are equivalent:
(1) The sequence is a short exact sequence.
(2) B → C is an epimorphism and A→ B is its kernel.
(3) A→ B is a monomorphism and B → C is its cokernel.

Proof. Firstly let’s show the following lemma:
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Lemma 7.1.1. Suppose B
v→ C → 0 is a sequence of morphisms in an

abelian category. Then the following statements are equivalent:
(a) B → C → 0 is exact.
(b) the cokernel of v is C → 0.
(c) v is an epimorphism.

Proof.
(a) to (b): If B → C → 0 is exact, then coim v = im v is the kernel of
C → 0, that is the im v = C → C. On the other hand, im v is the kernel of
cokernel v. Thus the cokernel of v is C → 0.
(b) to (a): If the cokernel of v is C → 0, then coim v = im v = ker(coker v) =
ker{C → 0}, that is B → C → 0 is exact.
(b) to (c): If the cokernel of v is C → 0 and α, β : C → D are morphisms
such that α◦v = β◦v. Then (α−β)◦v = 0, and thus by universal property
of cokernel there exists the following commutative diagram

B C 0

D

v

α−β

This shows α = β, that is, v is an epimorphism.
(c) to (b): If v is an epimorphism and f : C → D is a morphism such that
f ◦ v = 0, then f = 0 since v is an epimorphism, and thus every morphism
f such that f ◦ v = 0 factors through C → 0, that is, the cokernel of v is
C → 0.

□

Remark 7.1.1. By the same argument one can see a sequence of morphisms
0→ A

u→ B in abelian category is exact if and only if u is a monomorphism,
also if and only if 0→ A is the kernel of u.

Now suppose 0 → A
u→ B

v→ C → 0 is an exact sequence in abelian
category. Then we claim u is the kernel of v: Since v ◦ u = 0, by the
universal property of kernel there exists the following diagram

0 A B

coim{0→ A} ker v

u

u

Note that u is an epimorphism, since A→ coim{0→ A} is an epimorphism
and coim{0 → A} → ker v is an isomorphism. Moreover, u is a monomor-
phism since u is a monomorphism: If α, β : D → A such that u ◦ α = u ◦ β,
then we compose them with ker v → B, one has u ◦ α = u ◦ β, and thus
α = β. Then u is both monomorphism and epimorphism, and since the
category is abelian, one has u is an isomorphism, and thus u is the kernel
of v. By the same argument, it’s easy to see v is the cokernel of u.
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In a summary, above arguments show that (1) implies (2) and (3). To see
(2) implies (1), it suffices to show 0→ A→ B → C is exact, since v : B → C
is epimorphism already implies B → C → 0 is exact. Firstly, since u is the
kernel of v, then it’s monomorphism, and thus 0 → A → B is exact. By
previous lemma one has 0→ A is the kernel of u, and thus coimu = A→ A.
On the other hand, kernel of v is u. This shows the coimage of u is exactly
the kernel of v, that is A→ B → C is exact.

0 A B C

coimu = A ker v = A

∼=

u v

u

□

Exercise 7.3. Let A and B be objects in an abelian category. Prove that
the canonical sequence

0→ A
i1→ A⊕B p2→ B → 0

is exact.

Proof. By Exercise 7.2 it suffices to show i1 is a monomorphism and cokernel
of i1 is p2. By definition there exists p1 : A⊕B → A such that p1 ◦ i1 = idA
and i2 : B → A⊕B such that p2 ◦ i2 = idB. Moreover, p2 ◦ i1 = p1 ◦ i2 = 0
and i1 ◦ p1 + i2 ◦ p2 = idA⊕B.
(1) Suppose α, β : C → A are morphisms such that i1 ◦ α = i1 ◦ β. Then

p1 ◦ i1 ◦ α = p1 ◦ i1 ◦ β implies α = β, and thus i1 is a monomorphism.
(2) Suppose α : C → A⊕B is a morphism such that p2 ◦ α = 0. Then

i1 ◦ p1 ◦ α = (i1 ◦ p1 + i2 ◦ p2) ◦ α = α.

Thus we have the following commutative diagram

0 A A⊕B B 0

C

i1 p2

αp1◦α

This shows i1 : A→ A⊕B satisfies the universal property of kernel.
□

Exercise 7.4. Let I be a category whose objects form a set, and let F be a
covariant functor from I to the category of Abelian groups. For each i ∈ I,
let ki : F (i) →

⊕
i∈I F (i) be the canonical monomorphism. Let H be the

subgroup of
⊕

i∈I F (i) generated by

ki(xi)− kj(F (i→ j)(xi)),
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where i → j goes over all morphisms in I, and xi goes over all elements
F (i). Set

lim−→
i∈I

F (i) =

(⊕
i∈I

F (i)

)
/H.

Let φi : F (i) → lim−→i∈I F (i) be the composite of ki with the projection⊕
i∈I F (i) →

(⊕
i∈I F (i)

)
/H. Then we have φj ◦ F (i → j) = φi for ev-

ery morphism i→ j in I. If A is an abelian group and ψi : F (i)→ A (i ∈ I)
is a family of homomorphisms such that ψj ◦ F (i → j) = ψi for all mor-
phisms i → j in I, then there exists one and only one homomorphism
ψ : lim−→i∈I F (i)→ A such that ψ ◦ φi = ψi for all i.

Proof. Firstly let’s show the existence: Note that by universal property of
direct sum, there exists a morphism φ :

⊕
i F (i)→ A, such that ψi = φ ◦ki,

where ki : F (i)→
⊕

i F (i) is canonical inclusion. Moreover, for any element
ki(xi)− kj(F (i→ j)(xi)) ∈ H, one has

φ(ki(xi)− kj(F (i→ j)(xi))) = ψi(xi)− ψj ◦ F (i→ j)(xi) = 0.

This shows H ⊆ kerφ, and thus we obtain a morphism ψ : lim−→i∈I F (i)→ A

induced by φ, and it’s clear ψi = ψ ◦ φi.

F (i)

⊕
i F (i) A

lim−→i∈I F (i)

ψi

ϕi
ϕ

ψ

Before we begin to prove the uniqueness, we claim any element of lim−→i∈I F (i)

can be written in the form φi(xi) for some i ∈ I and some xi ∈ F (i): For
any element x ∈ lim−→i∈I F (i) =

⊕
i∈I F (i)/H, we write it as

x =
n∑
j=1

φi(xj), xj ∈ F (j).

It suffices to check the case of n = 2: Since I is a directed set, there exists
k ∈ I such that k ≥ 1, k ≥ 2. Then

φ1(x1) + φ2(x2) = φk ◦ F (1→ k)(x1) + φk ◦ F (2→ k)(x2).

Then x can be written as φk (F (1→ k)(x1) + F (1→ k)(x2)) as desired.
Let’s show the uniqueness: If ψ′ : lim−→i∈I F (i) → A is another morphism

such that ψi = ψ′ ◦ φi for all i ∈ I. By above claim, we know each element
can be written as φi(xi) for xi ∈ F (i). So it suffices to check ψ(φi(xi)) =
ψ′(φi(xi)), which is clear

ψ(φi(xi)) = ψi(xi) = ψ′(φi(xi)).
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□
Exercise 7.5. Let (Ai, φji)i∈N be an inverse system of abelian groups over
the direct set (N,≤) of natural numbers. Consider the homomorphism

f :
∏
i∈N

Ai →
∏
i∈N

Ai, (ai) 7→ (ai − φi+1,i(ai+1)).

Define lim←−
1
i
Ai = coker f. Let u : (A′

i, φji)i∈N → (Ai, φji)i∈N and v : (Ai, φji)i∈N →
(A′′

i , φji)i∈N be morphisms of inverse systems of abelian groups such that the
sequences

0→ A′
i

ui−→ Ai
vi−→ A′′

i → 0

are exact for all i.
Prove that we have an exact sequence 0→ lim←−iA

′
i → lim←−iAi → lim←−iA

′′
i →

lim←−
1
i
A′
i → lim←−

1
i
Ai → lim←−

1
i
A′′
i → 0.

Proof. Consider the following commutative diagram consisting of exact se-
quences

ker f ′ ker f ker f ′′

0
∏
i∈I A

′
i

∏
i∈I Ai

∏
i∈I A

′′
i 0

0
∏
i∈I A

′
i

∏
i∈I Ai

∏
i∈I A

′′
i 0

coker f ′ coker f coker f ′′

f ′

u

f

v

f ′′

u v

Since ker f ∼= lim←−iAi, the snake lemma yields the desired result. □
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7.2. Homework-2.

7.2.1. Part I. In the following, we work with morphisms in an abelian cat-
egory C.

Exercise 7.6. Let f : A→ B and g : B → C be morphisms.
(1) Suppose f and g are monomorphisms. Prove g ◦ f is a monomorphism.
(2) Suppose g ◦ f is a monomorphism. Prove f is a monomorphism.

Proof. For (1). Suppose α, β : D → A are arbitrary morphisms such that
g ◦ f ◦ α = g ◦ f ◦ β. Then f ◦ α = f ◦ β since g is a monomorphism, and
thus α = β since f is also a monomorphism.

For (2). Suppose α, β : D → A are arbitrary morphisms such that f ◦α =
f ◦ β. By composing g one has

g ◦ f ◦ α = g ◦ f ◦ β,
and thus α = β since g ◦ f is a monomorphism. □

Exercise 7.7. Let f : A → B be a morphism in C. Recall that we have a
commutative diagram

A B

coim f im f

f

∼=

Moreover A→ coim f is an epimorphism and im f ↪→ B is a monomorphism.
Suppose we have a commutative diagram

A B

C D

f

ϕ

∼=

ψ

such that φ : A→ C is an epimorphism, ψ : D ↪→ B is a monomorphism, and
C ∼= D is an isomorphism. Prove that there exist isomorphisms coim f

∼=→ C

and D
∼=→ im f such that the following diagram commutes:

A C D B

coim f im f

ϕ ∼= ψ

∼=

∼= ∼=

Thus φ : A→ C can be identified with φ : A→ coim f , and ψ : D ↪→ B can
be identified with im f ↪→ B.

Proof. For convenience we denote the kernel of f by τ : ker f → A, denote
the isomorphism between C and D by g, and denote canonical morphism
from A to coim f by u.

Note that ψ ◦ g ◦ φ ◦ τ = f ◦ τ = 0. Then φ ◦ τ = 0 since ψ is a
monomorphism and g is an isomorphism. By universal property of cokernel
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there is a morphism from coim f → C, denoted by α. Since α ◦ u = φ
and both φ and u are epimorphisms, one has α is an epimorphism. By
the same argument one can see there exists a morphism β : im f → D
which is a monomorphism. Since C is an abelian category, there is canonical
isomorphism between coim f and im f , and thus α is a monomorphism and
β is an epimorphism. This shows both α and β are isomorphisms in C, since
C is an abelian category.

0 ker f A B coker f 0

coim f C D im f

τ f

u
ϕ

α

∼=

g

ψ
v

β

□

Exercise 7.8. Define the opposite category C◦ of C as follows:
(a) C◦ has the same objects as C. For any object A in C, we denote the

corresponding object in C◦ by A◦.
(b) For any objects A and B in C, we define

HomC◦ (A◦, B◦) = HomC(B,A).

For any morphism φ : A → B in C, we denote by φ◦ : B◦ → A◦ the
corresponding morphism in C◦.

Then
(1) Prove that C◦ is an abelian category.
(2) Suppose

A
ϕ→ B

ψ→ C

is an exact sequence in C. Prove that

C◦ ψ◦
→ B◦ ϕ◦→ A◦

is an exact sequence in C◦.

Proof. For (1). Firstly, let’s see C is an additive category. For objects A◦, B◦

and C◦ of C◦, by definition HomC◦(A◦, B◦) = HomC(A,B) is an abelian
group, and the composition

HomC◦(A◦, B◦)×HomC◦(B◦, C◦)→ HomC◦(A◦, C◦)

is bilinear. Moreover, the direct sum of A◦, B◦ in C◦ is the product of A,B
in C, which also exists. Secondly, let’s show C◦ is an abelian category. For
morphism f◦ : B◦ → A◦ in C◦ corresponding to f : A → B in C, we’re
going to show the kernel of f◦ is the cokernel of f . For arbitrary morphism
α◦ : C◦ → B◦ such that f◦ ◦ α = 0, by universal property of kernel, there
exists the following commutative diagram
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ker f◦ B◦ A◦

C◦

f◦

α◦

This corresponds to the following commutative diagram in category C

ker f◦ B A

C

α

f

Then by uniqueness of cokernel, one has ker f◦ is exactly the cokernel of f .
Similarly one can show the cokernel of f◦ is exactly the kernel of f . This
shows for any morphism f◦ : B◦ → A◦, it has kernel and cokernel since C
is an abelian category. Moreover, by the same argument it’s easy to see
coim f◦ is isomorphic to im f , and im f◦ is isomorphic to coim f , and thus

coim f◦ ∼= im f◦,

since C is an abelian category.
For (2). Note that A ϕ→ B

ψ→ C is exact if and only if kerψ = coimφ, and
since C is an abelian category, it’s equivalent to kerψ = imφ. By arguments
in the proof of (1) it’s equivalent to cokerψ◦ = coimφ◦. □

7.2.2. Part II.

Exercise 7.9. Let X be a topological space, A an abelian group endowed
with the discrete topology, and F the sheaf so that F(U) is the group of
continuous maps from U to A for every open subset U of X. Prove that F
is isomorphic to the sheaf associated to the constant presheaf U 7→ A.

Proof. Firstly note that if A is equipped with discrete topology, then con-
tinuous map f from U to A is locally constant since every point a ∈ A is an
open subset, and thus its preimage f−1(a) is an open subset in U . On the
other hand, by the construction of constant sheaf associated to the constant
presheaf, the sections of it over U are also locally constant maps from U to
A. This shows F is exactly the sheafication of constant presheaf. □

Exercise 7.10. For every open subset U of the complex plane C, let O(U)
be the ring of holomorphic functions on U , and let O∗(U) be the group of
units in O(U). Prove that the morphism O → O∗ defined by

O(U)→ O∗(U)

f 7→ e2π
√
−1f

is an epimorphism in the category of sheaves of abelian groups, but not an
epimorphism in the category of presheaves. Here we regard O as a sheaf of
abelian groups with respect to addition of functions. Prove that the kernel of
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this morphism is isomorphic to the sheaf associated to the constant presheaf
U 7→ Z.

Proof. For the first part, if we want to show O exp−→ O∗ → 0 is an exact
sequence in the category of sheaves of abelian groups, it suffices to check for
each x ∈ C, the following sequence of stalks is exact

Ox
exp−→ O∗

x → 0.

It holds since for any non-vanishing holomorphic function f , log f is well-
defined on a sufficiently small neighborhood of x, which proves the surjec-
tivity. On the other hand, O exp−→ O∗ → 0 is not an exact sequence in the
category of presheaves of abelian groups, since

O(C∗)
exp−→ O∗(C∗)→ 0

fails to be an exact sequence.
For the half part, we need to prove

0→ Z 2π
√
−1−→ O exp−→ O∗

is an exact sequence in the category of sheaves of abelian groups. It suffices
to show for any open subset U ⊆ C, the following sequence of abelian groups
is exact

0→ Z(U)
2π

√
−1−→ O(U)

exp−→ O∗(U).

If u : U → Z is a locally constant function, then it’s clear exp(2π
√
−1u) = 0.

Conversely, if v : U → C is a holomorphic function such that exp v = 0.
Then for each x ∈ U , v(x) = 2π

√
−1u(x), where u : U → Z is a continuous

function since v is continuous, and thus v ∈ 2π
√
−1Z(U), since continuous

integral-valued function is locally constant. □

Exercise 7.11. Let C be a category. For any object X ∈ ob C, let X̃ : C →
(Sets) be the contravariant functor from C to the category of sets defined by

X̃(Y ) = Hom(Y,X).

A functor from C to the category of sets is called representable by X if it is
isomorphic to X̃. For any contravariant functor G : C → (Sets), prove that
we have a one-to-one correspondence

Hom(X̃,G)→ G(X)

α→ αX(idX),

where Hom(X̃,G) is the set of natural transformations from the functor X̃
to the functor G. Prove the same result for covariant functors.

Proof. Let us first check this correspondence is surjective: For an object
s ∈ G(X), we define α = α(s) : X̃ → G as follows: For X ′ ∈ C, let
αX′ : X̃(X ′) → G(X ′) be the morphism of set which sends f : X ′ → C

to G(f)(s). Now let’s show α : X̃ → G is a natural transformation: For
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any morphism g : X ′′ → X ′ in C, it suffices to show the following diagram
commutes

X̃(X ′) G(X ′)

X̃(X ′′) G(X ′′)

αX′

X̃(g) G(g)

αX′′

For any element f ∈ X̃(X ′), that is, a morphism f : X ′ → X, one has
G(f ◦ g)(s) = G(g) ◦G(f)(s).

This shows above diagram commutes by the construction of α. Moreover,
it’s clear

αC(idX) = G(idX)(s) = s

as desired.
To see above correspondence is injective: If there are two natural transfor-

mation α, η : X̃ → G such that αX(idX) = ηX(idX), we need to show α = η.
In other words, it suffices to show for any X ′ ∈ C, we have αX′ = ηX′ . For
any morphism g : X ′ → X, as α is a natural transformation, we have the
following commutative diagram

X̃(X) G(X)

X̃(X ′) G(X ′)

αX

X̃(g) G(g)

αX′

It follows that
G(g) ◦ αX(idX) = αX′ ◦ X̃(g)(idX) = αX′(g).

Similarly as η is a natural transformation, one has (G(g)◦ηX)(idX) = ηX′(g).
Hence

αX′(g) = G(g) ◦ αX(idX) = G(g) ◦ ηX(idX) = ηX′(g).

By considering the opposite category, it’s clear the same result holds for
covariant functors. □
Exercise 7.12. Let u : C → D be a functor. Suppose that for each object
D ∈ ob D, the functor

C → (Sets)
C 7→ Hom(u(C), D)

is representable by an object v(D) ∈ ob C. Then v : D → C is a functor right
adjoint to u.

Proof. In other words, for any objects C ∈ C, D ∈ D, there is an one-to-one
correspondence

Hom(u(C), D) ∼= Hom(C, v(D)).

Thus by definition v is a right adjoint to u. □
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Exercise 7.13. Let u : C → D be a functor.
(1) We say u is faithful (resp. fully faithful) if for any objects C1, C2 ∈ ob C,

the map
Hom(C1, C2)→ Hom(u (C1) , u (C2))

is injective (resp. bijective).
(2) We say u is essentially surjective if for any object D in D, there exists

an object C in C such that we have an isomorphism u(C) ∼= D.
(3) We say u is an equivalence of categories if u is both fully faithful and

essentially surjective.
Suppose u is an equivalence of categories. For any D ∈ ob D, choose an
object v(D) ∈ ob C such that u ◦ v(D) ∼= D. Prove that v is a functor that
is both left and right adjoint to u : D → C. It is called a quasi-inverse of u.

Proof. Firstly let’s show v is a functor: If f : D1 → D2 is a morphism in D,
then consider the following commutative diagram

D1 v(D1) D1

D2 v(D2) D2

f

v

v(f)

u

f

v u

Since u is an equivalence of categories, and thus it’s fully faithfully, so there
exists a morphism v(f) : v(D1) → v(D2) still making above diagram com-
mutes, which shows v is a functor.

Now let’s show v is the right adjoint of u, that is to show for any C ∈ C and
D ∈ D, there is a one-to-one correspondence Hom(u(C), D) = Hom(C, v(D)).
Note that u is essentially surjective, so there exists C ′ such that u(C ′) = D,
and thus

Hom(u(C), D) = Hom(u(C), u(C ′)) = Hom(C,C ′).

On the other hand, one has
Hom(C, v(D)) = Hom(C, v◦u(C ′)) = Hom(u(C), u◦v◦u(C ′)) = Hom(u(C), u(C ′)) = Hom(C,C ′).

This shows v is the right adjoint of v, and by the same argument one can
see v is the left adjoint of u. □
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7.3. Homework-3.

Exercise 7.14. Let A be a ring. For every open subset U of SpecA, let
SU be the multiplicative subset SU =

⋂
p∈U (A− p), and let P(U) = S−1

U A.
For every inclusion V ⊆ U of open subsets, we have SU ⊆ SV and hence we
have a canonical homomorphism P(U) → P(V ). This makes P a presheaf
of rings on SpecA. Prove that OSpecA

∼= P+.

Proof. It suffices to show for each point p ∈ SpecA, one has
OSpecA,p

∼= P+
p .

Note that OSpecA,p
∼= Ap, so it suffices to show P+

p
∼= Ap. But by the

construction of P, one has
P+
p = Pp = lim−→

p∈U
P(U) = lim−→

p∈U
S−1
U A.

Now it suffices to show that Ap satisfies the universal property of inverse limit
lim−→p∈U S

−1
U A, which follows from the universal property of localization. □

Exercise 7.15. Let S be a multiplicative subset of a ring A. Prove that
the canonical morphism SpecS−1A→ SpecA induces an embedding on the
underlying topological spaces.

Proof. Recall that the prime ideals in S−1A are in one to one correspondence
with prime ideals in A which do not intersect with S, and the correspondence
is given by pullback. This shows the canonical morphism φ : SpecS−1A→
SpecA is bijective, and it’s clear that φ is continuous, so it suffices to show
that φ is closed.

Note that every ideal in S−1A is an extended ideal, that is, it’s of the
form S−1a, where a ⊆ A is an ideal. Then

φ(V (S−1a)) = φ({S−1p | S−1a ⊆ S−1p, p is prime})
= {p | a ⊆ p, p is prime}
= V (a).

This completes the proof. □

Exercise 7.16. Let x be a point in scheme X, and let k(x) = OX,x/mx

be the residue field at x. Construct a natural morphism i : Spec k(x) → X
with image x so that the homomorphism OX,x → k(x) induced by i♯ is the
canonical homomorphism.

Proof. If we want to construct a morphism from scheme Spec k(x) → X,
it suffices to construct a continuous map between topological spaces and a
morphism between structure sheaves.
(1) For the continuous map between topological spaces Spec k(x) and X,

we simply send Spec k(x) to the point x ∈ X since Spec k(x) is just a
single point.
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(2) For the morphism i♯ between structure sheaves, it’s defined as follows:
For open subset U ⊆ X, i♯ : OX(U) → OSpec k(x)(i

−1(U)) = k(x) is
defined by

OX(U)
α−→ OX,x → k(x),

where α is given by taking limit if x ∈ U , otherwise α is zero map.
Then above data gives a morphism between schemes Spec k(x) and X, and
by definition the homomorphism OX,x → k(x) induced by i♯ is canonical
morphism. □
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7.4. Homework-4.
Exercise 7.17. Let X be a topological space and CX be the sheaf of
complex-valued functions on X. Prove that (X, CX) is a locally ringed space.
Moreover, for each p ∈ X, one has

mp = {f ∈ CX,p | f(p) = 0},
and the residue field k(p) = C.

Proof. To show (X, CX) is a locally ringed space, it suffices to show that for
each p ∈ X, every element in CX,p \ mp is a unit. Then mp is the unique
maximal ideal and thus CX,p is the local ring.

For f ∈ CX,p \mp, since f(p) 6= 0, we may construct a continuous function
g defined on an open neighborhood U of p such that g(p) = 1/f(p). Then g
is an inverse of f in CX,p.

To see the residue field, it suffices to note that
0→ mp → CX,p → C→ 0

is an exact sequence. □
Exercise 7.18. Let f : U → X be an embedding of topological spaces.
Then for any sheaf F defined on U and p ∈ U , prove that

(f∗F)f(p) ∼= Fp.

Proof. Since f is a topological embedding, without lose of generality we may
assume U ⊆ X equipped with subspace topology and f is the inclusion map
i : U ↪→ X. By definition one has

(i∗F)p = lim−→
p∈V⊆X

i∗F(V )

= lim−→
p∈V⊆X

F(i−1(V ))

= lim−→
p∈V⊆X

F(V ∩ U).

On the other hand, since U is equipped with subspace topology, every open
subset of U containing p is exactly of the form V ∩ U , where V ⊆ X is an
open subset containing p. This shows

lim−→
p∈V⊆X

F(V ∩ U) = lim−→
p∈U
F(U) = Fp

□
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7.5. Homework-5.

7.5.1. Part I.

Exercise 7.5.1. Let S be a graded ring.
(1) Let p be a prime ideal of S, and let

p′ =
⊕
d

(p ∩ Sd).

Prove that p′ is a homogeneous prime ideal of S.
(2) Let a be a homogeneous ideal of S. Prove that

√
a is the intersection of

homogeneous prime ideals containing a.

Proof. For (1). Note that for any degree d, one has
p′ ∩ Sd = p ∩ Sd.

This shows
p′ =

⊕
d

(p ∩ Sd) =
⊕
d

(p′ ∩ Sd),

and thus p is a homogeneous ideal.
To see p′ is prime, it suffices to show if a, b are two homogeneous elements

such that ab ∈ p′, then either a or b in p. Since both a and b are homoge-
neous, then ab is also homogeneous. If ab ∈ p ∩ Sd, then either a or b in p
since p is prime, and thus either a or b in some p∩Sd′ since both a and b are
homogeneous. This completes the proof of p′ is a prime homogeneous ideal.

For (2). Suppose I is the set of all homogeneous prime ideals of S con-
taining a. Firstly one has

√
a ⊆

⋂
p′∈I p

′ since
√
a equals the intersection

of all prime ideals containing a. On the other hand, for any prime ideal
p containing a, one has the homogeneous prime p′ =

⊕
d(p ∩ Sd) ⊆ p also

contains a, since
a =

⊕
d

(a ∩ Sd) ⊆
⊕
p

(a ∩ Sd).

Thus
√
a =

⊕
p′∈I p

′ as desired. □

Exercise 7.5.2. Let φ : S → T be a homomorphism of graded rings. Sup-
pose there exists an integer m ≥ 1 such that φ(Sd) ⊂ Tmd for all d. Let I be
the homogeneous ideal of T generated by φ(S+), and let U = ProjT −V (T ).
Construct a morphism f : U → ProjS of schemes so that f(q) = φ−1(q) for
any q ∈ U and that f ♯q : OProjS,f(q) → OProjT,q can be identified with the
homomorphism φq : S(ϕ−1(q)) → T(q).

Proof. Firstly let’s construct the continuous map between the base topolog-
ical spaces U and ProjS. Since φ : S → T is a homomorphism of graded
rings, one has the pullback of a homogeneous ideal q ⊆ T still is a homoge-
neous ideal of S. As a consequence, if q ∈ U = ProjT \V (T ), one has φ−1(q)
is a homogeneous prime ideal, and φ−1(q) doesn’t contain S+, otherwise q
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will contain T , which is a contradiction. This shows f(q) := φ−1(q) gives a
well-defined map from U to SpecS, which is also continuous.

Now let’s construct the morphism between structure sheaves OProjS and
f∗OU , where OU is OSpecT |U in fact. For each open subset V ⊆ SpecS, it
suffices to construct a homomorphism of rings

OProjS(V )→ OU (f−1(V )) = OProjT |U (f−1(V )),

which is compatible with the restriction map between different open subsets.
Given q ∈ ProjT \ V (T ), we will construct a homomorphism φq : Sϕ−1(q) →
T(q) as follows: For any element s/t ∈ Sϕ−1(q), φ(s/t) is defined by φ(s)/φ(t).
Since t 6∈ φ−1(q), one has φ(t) 6∈ q, and thus φ(s/t) ∈ Tq. On the other hand,
since φ is a ring homomorphism between graded rings, it maps elements of
degree zero to the one of degree zero, and thus φ(s/t) ∈ T(q) as desired.

For any element s ∈ OProjS(V ), it’s a map s : V →
∐

p Sp satisfying some
properties. Given q ∈ f−1(V ) with φ−1(q) = p, that is, f(q) = p ∈ V . By
composing

q
f−→ p

sp−→ S(p)
ϕq−→ T(q),

one can construct a map t : f−1(V )→
∐

q∈f−1(V ) T(q). A routine check shows
that t gives an element of OU (f−1(V )), and this correspondence gives a
morphism between sheaves OProjS → f∗OU such that the induced morphism
on stalks is exactly φq : S(ϕ−1(q)) → T(q). □

Exercise 7.5.3. Let A be a ring, I an ideal of A, and S =
⊕∞

d=0 I
d. Then

S is a graded ring. We call Proj S the blowing-up of SpecA along the ideal
I. Prove that the inclusion A = S0 ↪→ S induces a morphism of schemes
f : ProjS → SpecA such that over the open subset U = SpecA − V (I), f
induces an isomorphism f−1(U)

∼=−→ U .

Proof. For convenience we denote the inclusion i : A ↪→ S. Firstly let’s show
the inclusion i gives a continuous map f between topological spaces between
ProjS and SpecA with im f ⊆ U . Given p ∈ ProjS, one has i−1(p) is a
prime ideal of A, and i−1(q) cannot contain the ideal I, otherwise q contains
all power of I, and thus it contains S+, a contradiction.

(1) Note that the continuous map f : ProjS → U is surjective, since for
any prime ideal p ⊆ A, automatically it’s a homogeneous prime ideal in
S with f(p) = p.

(2) On the other hand, if homogeneous prime ideals p, q ∈ S such that
i−1(p) = i−1(q), then p = i−1(p)S+ = i−1(q)S+ = q. This shows f is
injective.
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(3) Finally let’s show f is a closed map. Suppose V+(a) is a closed subset
of ProjS, where a ⊆ S is a homogeneous prime ideal. Then

f(V+(a)) = f({p ∈ ProjS | a ⊆ p})
= {i−1(p) | p ∈ ProjS, a ⊆ p}
= {p ∈ SpecA | i−1(a) ⊆ p}
= V (i−1(a)).

Above arguments shows that f−1(U)
∼=−→ U as topological spaces.

To see there exists an isomorphism between structure sheaves OU and
f∗Of−1(U), it suffices to show OU,f(p) ∼= Of−1(U),p holds for each p ∈ f−1(U).
On one hand, one has

OU,f(p) = Ai−1(p).

On the other hand, Of−1(U),p
∼= S(p). Note that

S(p) = {
s

t
| s ∈ S, t ∈ p, s, t are homogeneous and of the same degree.}

It’s clear that there exists an inclusion Ai−1(p) ↪→ S(p). Conversely, for
any s/t ∈ S(p), it suffices to construct an element a/b ∈ Ai−1(p) such that
a/b = s/t in S(p). □
Exercise 7.5.4. Let A = R[x1, . . . , xn] be a polynomial ring, let I =
(x1, . . . , xn) be the ideal of A generated by x1, . . . , xn, let S =

⊕∞
d=0 I

d,
let T = A[y1, . . . , yn] be the graded ring so that Td consists of homogeneous
polynomials of degree d in the variables y1, . . . , yn with coefficients in A, and
let J be the homogeneous ideal of T generated by xiyj−xjyi (i, j = 1, . . . , n).
Consider the epimorphism of graded rings φ : T → S so that φ(a) = a ∈ S0
for any a ∈ A and φ(yi) = xi ∈ S1. Prove that φ induces an isomorphism of
schemes ProjS

∼=−→ ProjA[y1, . . . , yn]/J .

Proof. Here we only give a proof for n = 2, and cases for more variables are
similar. Firstly note that the kernel of the epimorphism of graded rings

φ : T → S

contains the ideal J , since φ(x1y2 − x2y1) = 0. Conversely, if α = ay1 + by2
is mapped to 0, then it must be in the ideal generated by x1y2 − x2y1
since x1, x2 are algebraically independent. This shows φ : T → S induces
an isomorphism between graded rings S and A[y1, . . . , yn]/J , that is, a ring
isomorphism which preserves the degree. Thus it induces an isomorphism
between schemes ProjS and ProjA[y1, . . . , yn]/J . □
7.5.2. Part II.

Exercise 7.5.5. Let S be a graded ring and p be a homogeneous prime
ideal. Prove that
(1) If f ∈ S \ p, then S(f) → S(p) is injective.
(2) S(p) is a local ring.
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Proof. For (1). Suppose a/fn = b/fm in S(p). Then there exists a homoge-
neous element s ∈ S \ p such that

s(afm − bfn) = 0.

Then afm− bfn = 0 since p is a prime ideal, and thus a/fn = b/fm in S(f).
For (2). Consider

m = {s
t
| s, t ∈ p, s, t are homogeneous and of the same degree}.

Note that any element outside of m is invertible, and thus m is the only
maximal ideal of the local ring S(p). □
Exercise 7.5.6. Prove that if ∅ 6= U ⊆ SpecA, then 0 6= 1 ∈ OSpecA(U).

Proof. Since ∅ 6= U , we may assume there exists a non-zero ideal p ∈
U . If 0 = 1 ∈ OSpecA, that is, OSpecA(U) is a zero ring, then for any
open subset V ⊆ U , one has OSpecA(V ) is also zero ring. In particular,
lim−→p∈U OSpecA(U) = Ap is a zero ring, a contradiction. □
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7.6. Homework-6.

Exercise 7.6.1. Let X be a Noetherian topological space and let F be
a presheaf. Suppose that for every open subset U and every finite open
covering (Ui)i∈I , the following conditions hold:
(1) For any sections s, t ∈ F(U) such that s|Ui = t|Ui for every i ∈ I, then

s = t.
(2) Let si ∈ F(Ui) be sections such that si|Ui∩Uj = sj |Ui∩Uj for every pair

i, j ∈ I. Then there exists a section s ∈ F(U) such that s|Ui = si for
every i ∈ I.

Prove that F is a sheaf.

Proof. For a Noetherian topological space X, any open subset U ⊆ X is
quasi-compact, that is, any open covering of U admits a finite subcovering.
Thus it suffices to chech above two conditions for every finite open covering.

□

Exercise 7.6.2. Let (Fi, φij)i∈I be a direct system of sheaves of abelian
groups on X, and let lim−→i

Fi be the sheaf associated to the presheaf U 7→
lim−→i
Fi(U). Prove that lim−→i

Fi is the direct limit of (Fi, φij)i∈I in the cate-
gory of sheaves, and for every P ∈ X, we have

(lim−→
i

Fi)p ∼= lim−→
i

Fi,p.

Suppose furthermore that X is a Noetherian topological space. Prove that
the presheaf U 7→ lim−→i

Fi(U) is a sheaf.

Proof. Firstly let’s show lim−→i
Fi statisfies the universal property of the direct

limit of (Fi, φij)i∈I . Suppose C is a sheaf and ψi : Fi → C are morphisms
such that ψjφij = ψi. Then For any open subset U ⊆ X, by the universal
property of lim−→i

Fi(U), one has

Fi(U)

lim−→i
Fi(U) C(U)

Fj(U)

ψi(U)

ϕij(U)

ψj(U)

For convenience we denote ψ(U) : lim−→i
F(U)→ C(U). Since all of φij , ψi, ψj

are morphisms between (pre)sheaves, it’s clear that the collection of group
homomorphisms {ψ(U)}U⊆X gives a morphism of presheaves U 7→ lim−→i

Fi(U)

and C, and thus gives a morphism of sheaves lim−→i
Fi and C.

Secondly, note that
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Fi(U) lim−→i
Fi(U)

Fi,p Fj(U)

lim−→i
Fi,p Fj,p

The morphism lim−→i
Fi(U) → lim−→i

Fi,p statisfies the universal property of
taking stalk, and thus by the uniqueness one has

(lim−→
i

Fi)p ∼= lim−→
i

Fi,p.

Finally let’s suppose X is a Noetherian topological space and prove that
U 7→ lim−→i

Fi(U) is a sheaf. For every finite open covering {Uα}α∈A of U . If
s, t ∈ lim−→i

Fi(U) such that s|Uα = t|Uα for all α ∈ A , then for each α ∈ A ,
there exists Nα such that for all i > Nα, one has s|Uα = t|Uα in Fi(Uα).
Since A is a finite index set, we may take N > max{Nα | α ∈ A }. Then
for all i > N and α ∈ A , one has s|Uα = t|Uα in Fi(Uα), and since Fi is a
sheaf, one has s = t in Fi(U) for all i > N , and thus s = t in lim−→i

Fi(U).
Similarly, one can check the other condition for lim−→i

Fi to be a sheaf by the
same argument. □
Exercise 7.6.3. Let (Fi, φij)i∈I be an inverse system of sheaves of abelian
groups on X. Prove that the presheaf U 7→ lim←−iFi(U) is a sheaf and it is
the inverse limit of (Fi, φij)i∈I in the category of sheaves.

Proof. By the same argument as above exercise one can show that lim←−iFi
is the inverse limit in the category of sheaves, so here we only prove that
U 7→ lim←−iFi(U) is a sheaf.

Recall that a presheaf F is a sheaf if and only if for an open subset U and
open covering {Uα} of U , the following sequence is exact

0→ F(U)→
∏
α

F(Uα)→
∏
α,β

F(Uαβ).

Since the inverse limit is left exact, one has
0→ lim←−

i

Fi(U)→
∏
α

lim←−
i

Fi(Uα)→
∏
α,β

lim←−
i

Fi(Uαβ).

This completes the proof. □
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7.7. Homework-7.
Exercise 7.7.1. Let f : X → Y be a morphism of schemes which is locally
of finite type. Let V = SpecB be an affine open subscheme of Y and
U = SpecA be an affine open subscheme of X such that f(U) ⊆ V .
(1) Prove that f−1(V ) can be covered by affine open subschemes {Uλ =

SpecAλ}λ∈Λ such that Aλ are finitely generated B-algebras.
(2) Prove that there exist finitely many a1, . . . , an ∈ A such thatD(a1), . . . , D(an)

cover U , and each Aai is a finitely generated B-algebra.
(3) Prove that A is a finitely generated B-algebra.
Proof. For (1). Since V ∩ Vi is an open subset of Vi = SpecBi, then V ∩ Vi
is a union of distinguished open subsets D(fik) = Spec(Bi)fik , and for each
fik ∈ Bi, for convenience we still use fik to denote the image of fik under the
morphism Bi → Aij . Then (Aij)fik is a finitely generated (Bi)fik -algebra.
After relabelling the index, in fact we have shown that V is covered by affine
schemes SpecCi such that each f−1(SpecCi) is a union of affine schemes
SpecDij , where Dij is a finitely generated Ci-algebra.

For each point p ∈ V , suppose it lies in the affine scheme SpecCi. Then
there exists a distinguished open subset SpecBfp ⊆ SpecCi which contains
p. For convenience we still use fp to denote the image of fp under the
morphism B → Ci → Dij . Then each (Dij)fp is a finitely generated Bfp-
algebra, and thus a finitely generated B-algebra. This completes the proof.

For (2). Since f−1(V ) is covered by affine schemes SpecAλ, then U =
SpecA is also covered by the intersection of SpecA ∩ SpecAλ. Moreover,
since both A and Aλ are affine, then by Lemma 5.1.1 one can pick a collection
of open subset Uλi such that Uλi are simultaneously the distinguished open
subsets of SpecA and SpecAλ. For convenience we write

Uλi ∼= SpecAfλi
∼= Spec(Aλ)gλi .

Since Aλ are finitely generated B-algebra, so is (Aλ)gλi , and thus each Afλi
can be realized as a finitely generated B-algebra, which completes the proof.

For (3). Note that SpecA is covered by distinguished open subsets
D(a1), . . . , D(an) if and only if (a1, . . . , an) = A. Thus it reduces to the
following lemma of commutative algebra.
Lemma 7.7.1. Let A be a B-algebra and (a1, . . . , an) = A. If Aai is a
finitely generated B-algebra for each i, then A is also a finitely generated
B-algebra.
Proof. For each x ∈ A, since Aai is finitely generated B-algebra, its image
in Aai is equal to some

F i(
xi1

a
ki1
i

, . . . ,
xiji

a
kiji
i

),

where xij/a
kij
i are generators of Aai over B, and F i is some polynomial with

coefficients in B. After multiplying by a large power of ai, there are n
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equations in A which are of the form
aNi x = F̃ i(xii, . . . , x

i
ji , ai).

On the other hand, since (a1, . . . , an) = 1, there exists m1, . . . ,mn ∈ A such
that

m1a1 + · · ·+mnan = 1.

Exponentiate above equation to the nN -th power and multiply by x, one
has

x = G(a1, . . . , an,m1, . . . ,mn, x
i
j),

where G is a polynomial with coefficients in B, since each monimial of mi,
there exists some aj in the coefficients such that the power of aj is ≥ N , and
thus aNi x can be replaced by F̃ i. This shows any x ∈ A can be expressed
as a polynomial of mi, ai, x

i
j with coefficients in B, and thue A is a finitely

generated B-algebra. □
□
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7.8. Homework-8.
Exercise 7.8.1. Let (f, f ♯) : (Z,OZ)→ (X,OX) be a morphism of schemes.
(1) (f, f ♯) : (Z,OZ)→ (X,OX) is an open immersion if and only if f induces

a homeomorphism of Z with an open subset of X and f ♯p : OX,f(p) →
OZ,p is an isomorphism for every p ∈ Z.

(2) (f, f ♯) : (Z,OZ) → (X,OX) is an immersion if and only if f induces a
homeomorphism of Z with a locally closed subset ofX and f ♯p : OX,f(p) →
OZ,p is an epimorphism for every p ∈ Z.

(3) The immersions are monomorphisms in the category of schemes. More-
over, the composite of immersions is an immersion, so are open immer-
sions and closed immersions.

Proof. For (1). Note that by definition one has (f, f ♯) : (Z,OZ)→ (X,OX)
is an open immersion if and only if it induces an isomorphism between
(Z,OZ) and an open subscheme of (X,OX). Since f has already induced a
homeomorphism of Z with an open subset of X, it suffices to show for every
p ∈ Z, f ♯p : OX,f(p) → OZ,p is an isomorphism if and only if (f∗OZ)f(p) ∼=
OX,f(p). In general it fails, but since f induces a homeomorphism, one has

(f∗OZ)f(p) = lim−→
p∈f−1(V )

OZ(f−1(V )) = lim−→
p∈U
OZ(U) = OZ,p

is an isomorphism. On the other hand, one has the following commutative
diagram

f ♯p : OX,f(p) OZ,p

(f∗OZ)f(p)

Thus f ♯p is an isomorphism if and only if (f∗OZ)f(p) ∼= OX,f(p), and by the
same argument one can show (2).

For (3). Since the composite of epimorphisms is an epimorphism, one has
the composite of immersions is an immersion, so are open immersions and
closed immersions.

Now let’s show immersions are monomorphisms in the category of schemes.
Suppose α, β : Z̃ → Z are two morphisms between schemes such that f ◦α =
f ◦β, where f is an immersion. Firstly α = β as morphisms between topolog-
ical spaces since f induces homeomorphism between underlying topological
spaces. Moreover, on each stalk one has

α♯ ◦ f ♯ = β♯ ◦ f ♯,
and thus one has α♯ = β♯ on each stalk since f ♯ is an epimorphism. □
Exercise 7.8.2. Let S be a graded ring and let a be a homogeneous ideal
of S. Prove that the canonical homomorphism S → S/a induces a closed
immersion ProjS/a→ ProjS.
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Proof. Firstly the canonical homomorphism S → S/a is a homomorphism
of graded rings, and thus the pullback of homogeneous prime ideals are still
homogeneous prime ideals. For any p/a ∈ ProjS/a, the pullback of p/a is
p, which is a homogeneous prime ideal which contains a and cannot contain
S+, otherwise p/a contains (S/a)+, a contradiction. On the other hand,
any homogeneous prime ideals p ∈ V+(a) gives an element in ProjS/a, and
these two constructions are inverse to each other. Thus one has ProjS/p ∼=
V+(a) as sets. Moreover, it’s also easy to show the canonical homomorphism
ProjS/a → V+(a) is a closed map and thus it’s a homeomorphism with
respect to Zariski topology.

Now it suffices to show for each p/a ∈ ProjS/a, the canonical homomor-
phism OProjS,p → OProjS/a,p/a is surjective. Note that

OProjS,p
∼= S(p)

OProjS/a,p/a
∼= (S/a)(p/a),

and the canonical homomorphism is given by projection, which is surjective.
This completes the proof. □
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7.9. Homework-9.

7.9.1. Part I.

Exercise 7.9.1. Finish step 3 of the proof of Proposition 1.3.20 as follows.
(1) Let

Ui ×S Y Y

Ui S

pi

qi

be the fibred product of Ui and Y . Prove that there exists one and
only one isomorphism φij : p

−1
i (Ui ∩ Uj) → p−1

j (Ui ∩ Uj) such that the
following diagrams commute:

p−1
i (Ui ∩ Uj) p−1

j (Ui ∩ Uj) p−1
i (Ui ∩ Uj) p−1

j (Ui ∩ Uj)

Ui ∩ Uj Y

ϕij

pi
pj

ϕij

qi
qj

(2) Prove that φij = φ−1
ji and φjk ◦ φij = φik when restricted to p−1

i (Ui ∩
Uj ∩Uk). So we can glue the schemes Ui ×S Y together to get a scheme
Z.

(3) Suppose we have a commutative diagram

Z Y

X S

q

p

and suppose X has an open covering X =
⋃
i Ui such that

p−1(Ui) Y

Ui S

p

q

are fibred product for all i. Prove that Z in the first diagram is the
fibred product of X and Y over S.

Proof. For (1). By step 2 of the proof of Proposition 1.3.20, one has p−1
i (Ui∩

Uj) is the fibred product of Ui ∩ Uj and Y over S, so is p−1
j (Ui ∩ Uj). Thus

there exists one and only one isomorphism φij : p
−1
i (Ui∩Uj)→ p−1

j (Ui∩Uj)
by the universal property of fibred product.

For (2). Note that φij ◦ φji is an isomorphism such that the following
diagram commutes
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p−1
i (Ui ∩ Uj) p−1

i (Ui ∩ Uj)

Ui ∩ Uj ,

ϕij◦ϕji

pi
pi

so is the identity map. Then by the fact that the fibred product is unique
up to a unique isomorphism, one has φij ◦ φji = id, that is, φij = φ−1

ji as
desired. The same argument shows that φjk ◦ φij = φik.

For (3). In order to prove that Z satisfies the universal property of fibred
product, we need to show for any commutative diagram

W Y

X S,

α

β

there exists a unique morphism W → Z such that the following diagram
commutes

W

Z Y

X S.

α

β

p

q

Since X =
⋃
i Ui, an observation is that the morphism α : W → X is equiv-

alent to a collection of morphisms {αi : X → Ui} which are compatible with
each other. Thus for each i there exists a unique morphism W → p−1(Ui)
such that the following commutative diagram

W

p−1(Ui) Y

Ui S

αi

β

p

q

since p−1(Ui) is the fibred product of Ui and Y over S. By uniqueness the
collection of morphisms {W → π−1(Ui)} can be glued to a unique morphism
from W → Z, as desired. □
Exercise 7.9.2. Prove the isomorphism Xi ×S Y ∼= Xi ×Si Yi in step 6 in
the proof of Proposition 1.3.20.

Proof. It suffices to note that given morphisms f : Z → X and g : Z → Y
over S, the image of g must land inside Yi. □
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7.9.2. Part II.

Exercise 7.9.3. Let C be a category in which fibred product exists. Con-
sider commutative diagrams

X ′′ X ′ X X ′′ X

S′′ S′ S S′′ S

f ′ g′ g′◦f ′

f g g◦f

Suppose the second square is Cartesian. Prove that the first square is Carte-
sian if and only if the third one is Cartesian.

Proof. Suppose the first square is Cartesian and consider the following com-
mutative diagram

W

X ′′ X

S′′ S

α

β

g′◦f ′

g◦f

By composing α and f , one obtains the following commutative diagram

W

X ′ X

S′ S

f◦α

β

ϕ

g′

g

where the morphism φ : W → X ′ is induced by the assumption that the
second square is Cartesian. On the other hand, consider the following com-
mutative diagram

W

X ′′ X ′

S′′ S′,

α

ϕ

ψ

f ′

f

where the morphism ψ : W → X ′′ is induced by the assumption that the
first square is Cartesian, and that’s exactly the morphism making the third
square to be Cartesian.
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Conversely, suppose the third square is Cartesian, and consider the fol-
lowing commutative diagram

W

X ′′ X ′

S′′ S′.

α

β

f ′

f

Then by the assumption the third square is Cartesian, one has the following
commutative diagram

W

X ′′ X

S′′ S,

α

g′◦β

ϕ

g′◦f ′

g◦f

where the induced morphism W → X ′′ is denoted by φ. In order to show the
first square is Cartesian, it suffices to show the following diagram commutes

W

X ′′ X ′

S′′ S,

α

β

ϕ

f ′

f

which follows from the second square is Cartesian. □

Exercise 7.9.4.
(1) Let f : X → S and g : Y → S be maps of sets. Prove that their fibred

product is (X ×S Y, p, q), where

X ×S Y = {(x, y) | x ∈ X, y ∈ Y, f(x) = g(y)},

and p : X ×S Y → X, q : X ×S Y → Y are the projections p(x, y) = x
and q(x, y) = y respectively.

(2) Use the description of the fibred product in (1) to prove Proposition
5.4.3 for the category of sets.

(3) Let C be a category and let
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X ′ X

S′ S

be a commutative diagram in C. For every object Z ∈ ob C, it induces a
commutative diagram

Hom(Z,X ′) Hom(Z,X)

Hom(Z, S′) Hom(Z, S)

in the category of sets. Prove that the first diagram is Cartesian in C if
and only if the second diagram is Cartesian in the category of sets for
every object Z ∈ ob C.

(4) Use (2) and (3) to prove Proposition 1.3.24 for every category C in which
fibred product exists.

Proof. For (1). Suppose there exist morphisms (between sets) α : W → X
and β : W → Y such that the following diagram commutes

W Y

X S.

α

β

g

f

Then one can construct
ϕ : W → X ×S Y

w 7→ (α(w), β(w))

such that the following diagram commutes

W

X ×S Y Y

X S.

α

β

φ

g

f

Moreover, any morphism from W → X ×S Y such that above diagram
commutes must be of this form. This shows X ×S Y statisfies the universal
property of fibred product.

For (2). Given the morphisms between sets as follows
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X Y

T

S.

f g

ϕ

By using the description of the fibred product in (1), the following diagram
commutes

X ×T Y X ×S Y

T T ×S T,

since the morphisms in above diagram can be described as follows:
(a) X ×T Y → X ×S Y is given by (x, y) 7→ (x, y).
(b) X ×S Y → T ×S T is given by (x, y) 7→ (f(x), g(y)).
(c) T 7→ T ×S T is given by t 7→ (t, t).
(d) X ×T Y → T is given by (x, y) 7→ f(x) or (x, y) 7→ g(y), since in this

case f(x) = g(y).
Moreover, given morphisms α : W → T and β : W → X ×S Y such that the
following diagram commutes

W

X ×T Y X ×S Y

T T ×S T,

α

β

an observation is that the image of β lies in X ×T Y , and thus there is a
unique morphism from W to X ×T Y such that above diagram commutes,
which is exactly β itself. This shows X×T Y statisfies the universal property
of fibred product.

For (3). Suppose

X ′ X

S′ S

f

g

is Cartesian. For any Z ∈ ob C and morphisms α : Z → S′ and β : Z → X
such that f ◦ β = g ◦ α, by the universal property there exists a unique mo
φ : Z → X ′. Conversely given morphisms Z → X ′, it’s easy to construct
morphisms α : Z → X and β : Z → S′ such that f ◦ β = g ◦ α. This shows
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Hom(Z,X ′) ∼= Hom(Z, S′)×Hom(Z,S)Hom(Z,X) by the description of fibred
product in (1). This shows

Hom(Z,X ′) Hom(Z,X)

Hom(Z, S′) Hom(Z, S)

is Cartesian, and by the same argument one can prove the converse state-
ment.

For (4). By (3), it suffices to show that for each Z ∈ ob C, the following
diagram is Cartesian

Hom(Z,X ×T Y ) Hom(Z,X ×S Y )

Hom(Z, T ) Hom(Z, T ×S T ).

Note that by the proof of (3), one can see

Hom(Z, T ×S T ) = Hom(Z, T )×Hom(Z,S) Hom(Z, T )

Hom(Z,X ×S Y ) = Hom(Z,X)×Hom(Z,S) Hom(Z, Y )

Hom(Z,X ×T Y ) = Hom(Z,X)×Hom(Z,T ) Hom(Z, Y ),

and thus the desired result follows from (2). □

7.9.3. Part III.

Exercise 7.9.5. Let X,Y be S-schemes and f, g : X → Y be S-morphisms.
Suppose (f, g) : X → Y ×S Y is the morphism such that p ◦ (f, g) = f, q ◦
(f, g) = g and K is the fibred product of X and Y over Y ×S Y , which can
be seen as follows

K Y

Z X Y ×S Y Y

Y S.

b

ι ∆

h

h′

(f,g)

q

p

(1) Prove that ι : K → X is an immersion and f ◦ ι = g ◦ ι.
(2) Let h : Z → X be a morphism such that f ◦ h = g ◦ h. Prove that there

is a unique morphism h′ : Z → K such that ι ◦ h′ = h.

Proof. For (1). If α, β : Z → K are morphisms such that ι ◦ α = ι ◦ β, then
one also has ∆ ◦ b ◦ α = ∆ ◦ b ◦ β. Then by the universal property of K one



ALGEBRAIC GEOMETRY 79

can see morphism from Z → K with such property must be unique, and
thus α = β. This shows ι is a monomorphism. For the half part, note that

p ◦ (f, g) ◦ ι = f ◦ ι
q ◦ (f, g) ◦ ι = g ◦ ι.

On the other hand, (f, g) ◦ ι = ∆ ◦ b and p ◦∆ = q ◦∆.
For (2). Since h : Z → X statisfies f ◦ h = g ◦ h, one has p ◦ (f, g) ◦ h =

q ◦ (f, g)◦g, which gives a morphism Z → Y satisfying desired commutative
property, and thus by the universal property of K as a fibred product, there
exists a morphism h′ : Z → K such that ι ◦ h′ = h. □
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7.10. Homework-10.

7.10.1. Part I.

Exercise 7.10.1. Let X be an S-scheme, S′ → S a morphism, X ′ = X×SS′

the base change of X,∆: X → X×SX and ∆′ : X ′ → X ′×S′X ′ the diagonal
morphisms. Use the result in Exercise 7 on page 58 of the textbook to prove
the following diagram is Cartesian:

X ′ X ′ ×S′ X ′

X X ×S X

∆′

∆

Proof. By (3) of Exercise 7 on page 58, it suffices to show for every scheme
Z, the following diagram is Cartesian

Hom(Z,X ′) Hom(Z,X ′ ×S′ X)

Hom(Z,X) Hom(Z,X ×S X).

On the other hand, one has
Hom(Z,X ×S X) = Hom(Z,X)×Hom(Z,S) Hom(Z,X)

Hom(Z,X ′ ×S′ X ′) = Hom(Z,X ′)×Hom(Z,S′) Hom(Z,X ′).

Thus it suffices to show the following diagram is Cartesian

Hom(Z,X ′) Hom(Z,X ′)×Hom(Z,S′) Hom(Z,X ′)

Hom(Z,X) Hom(Z,X)×Hom(Z,S) Hom(Z,X),

which is clear by the description of fibred product in the category of sets. □
Exercise 7.10.2. Let X and S be locally compact topological spaces, S is
Hausdorff, and let f : X → S be a continuous map.
(1) Prove that a proper map is a closed map.
(2) Let S′ be a locally compact topological space and let g : S′ → S be a

continuous map. For any proper map f : X → S, prove the base change
f ′ : X ×S S′ → S′ of f is proper.

Proof. For (1). Let V ⊆ X be a closed subset. It suffices to show S \ f(V )
is open. For s ∈ S \ f(V ), there exists an open neighborhood of U of s with
compact closure since S is locally compact. Then f−1(U) is compact since
f is proper. Let E = V ∩ f−1(V ). Then E is compact since it’s a closed
subset of a compact set, and hence f(E). Again by S is Hausdorff, one has
f(E) is closed in S. Then U \ f(E) is an open neighborhood of s which is
disjoint from f(V ). This shows S \ f(V ) is open.
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For (2). Note that the fibred product in the category of topological spaces
can be described as X×S S′ = {(x, y) ∈ X×S′ | f(x) = g(y)} and f ′ : X×S
S′ → S′ is given by (x, y) 7→ y. Then for any compact subset K ⊆ S′, one
has

(f ′)−1(K) ⊆ f−1g(K)×K,
which is a compact subset since f is proper. □
7.10.2. Part II.

Exercise 7.10.3. The set
I = {(i0, . . . , in) | i0 + · · ·+ in = d, i0, . . . , in ∈ Z≥0}

has
(
d+n
n

)
solutions. Prove that the homomorphism

ϕ : Z[yi0...in ](i0,...,in)∈I → Z[x0, . . . , xn]

yi0...in 7→ xi00 · · ·x
in
n

induces a morphism PnZ → P(
d+n
n
)−1

Z .

Proof. For convenience, we use A =
⊕

n∈Z≥0
An to denote the graded ring

Z[yi0...in ](i0,...,in)∈I . Note that for each degree n, one has ϕ(An) ⊆ Z[x0, . . . , xn]nd.
This shows ring homomorphism ϕ preserves the grade, and thus it induces
a morphism between Proj. □
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7.11. Homework-11.

7.11.1. Part I.

Exercise 7.11.1. Let X be a topological space, B a basis of topology for
X,F and G sheaves of abelian groups on X. Suppose for every member U
in B, we are provided with a homomorphism φ(U) : F(U)→ G(U) such that
for every pair V ⊆ U in B, the following diagram commutes,

F(U) G(U)

F(V ) G(V )

ϕ(U)

ϕ(V )

Prove that there exists a unique morphism of sheaves φ : F → G such that
for any member U in B, one has φ(U) : F(U)→ G(U) coincides with φ(U).

Proof. For convenience we denote B = {Uα}α∈A and use φα to denote φ(Uα).
For any open subset U ⊆ X, we write it as U =

⋃
α Uα, since B is a basis for

topology. Then for any x ∈ U , if x ∈ Uα, then we define φ(U)(x) = φα(x).
This is well-defined since if x ∈ Uα ∩ Uβ , then

φα(x) = φ(Uα ∩ Uβ)(x) = φβ(x).

This gives a unique morphism of sheaves φ : F → G such that for any U ∈ B,
one has φ(U) : F(U)→ G(U) coincides with φ(U). □

7.11.2. Part II.

Exercise 7.11.2 (coherent sheaf on ringed space). Let (X,OX) be a ringed
space. An OX -module F is called coherent if F is of finite type and for
every open subset U of X and every homomorphism u : O⊕n

U → F|U , the
kernel of u is of finite type.
(1) Suppose OX is coherent. Prove that an OX -module F is coherent if and

only if F is of finite presentation.
(2) Prove that this definition of coherence coincides with the one in Defini-

tion 6.2.3 for Noetherian schemes.

Proof. For (1). Firstly let’s show if F is coherent, then F is of finite presen-
tation (To prove this, we don’t need the assumption OX is coherent). Since
F is of finite type, there exists an open covering {Ui} of X such that

O⊕ni
Ui

ui−→ F|Ui → 0

is exact, and the kerui is of finite type implies that there exists a refinement
of {Ui}, denoted by {Uij} such that the following sequence is exact

O⊕mij

Uij
→ O⊕ni

Uij
→ F|Uij → 0.

This shows F is of finite presentation. For the converse statement, firstly
let’s prove the following lemma.
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Lemma 7.1. An OX -module F is coherent if and only if there exists an
open covering {Ui} of X such that F|Ui is coherent.

Proof. It’s clear that if F is coherent, then every F|Ui is coherent. Con-
versely, suppose there exists an open covering {Ui} of X such that F|Ui is
coherent. Firstly, since each F|Ui is of finite type, there exists a refinement
{Uij} of {Ui} such that the following sequences are exact

O|⊕nij

Uij
→ F|Uij → 0,

and thus F is of finite type. For every homomorphism u : O⊕n
U → F|U , its

restriction gives the following homomorphism

ui : O⊕n
U∩Ui

→ F|U∩Ui ,

and the kerui is of finite type since F|U∩Ui is coherent, and thus by the
previous argument one has keru is of finite type. □

Now suppose OX is coherent and F is of finite representation. Then there
exists an open covering {Ui} such that the following sequence

O⊕mi
Ui
→ O⊕ni

Ui
→ F|Ui → 0

is exact, and thus F|Ui is coherent, since the quotient of coherent sheaves is
coherent2. Then by Lemma 7.1 one has F is coherent.

For (2). Suppose X is a Noetherian scheme. In this case, OX is coher-
ent, and thus is suffices to show the definition of coherence for Noetherian
schemes in Definition 6.2.3 is equivalent to finite presentation.
(a) If F is of finite presentation, then without lose of generality we may

assume there exists an affine open covering {Ui = SpecAi} such that

O⊕mi
Ui
→ O⊕ni

Ui
→ F|Ui → 0

is exact. Note that O⊕ni
Ui

itself is of the form M∼
i , where Mi = A⊕ni

i .
This shows F is coherent (in the sense of Definition 6.2.3).

(b) If F is coherent (in the sense of Definition 6.2.3), then there exists an
affine open covering {Ui = SpecAi} such that

M∼
i

ui−→ F|Ui → 0

is exact, where Mi is a finitely generated Ai-module. Since X is Noether-
ian, one has Ai is a Noetherian ring, and thus Mi is also a Noetherian
module since it’s finitely generated. In particular, any submodule of Mi

is finitely generated, and thus kerui is of finite type.
□

2However, it’s also highly non-trivial with the definition of coherence given here, but I
don’t want to give a proof here. See Lemma 17.12.4 in [Sta23].
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Exercise 7.11.3. Let X and Y be S-schemes, let f, g : X → Y be S-
morphisms, and let U be a dense open subset of X such that f |U = g|U as
morphisms of schemes. Suppose Y is separated over S. Then f = g as maps
on topological spaces. Suppose furthermore that X is reduced. Then f = g
as morphisms of schemes.

Proof. Consider the following diagram

X ×Y×SY Y Y

X Y ×S Y.

∆Y/S

h=f×Sg

If Y is separated, then ∆Y/S(Y ) ⊆ Y ×S Y is a closed subset, and thus
h−1(∆Y/S(Y )) is also a closed subset since h is continuous. On the other
hand, suppose U ⊆ X is the dense open subset such that f |U = g|U . Then
U ⊆ h−1(∆Y/S(Y )), and thus one has h−1(∆Y/S(Y )) = X by taking closure
of U . As a consequence, one has f = g on X as maps on topological spaces.

Now it suffices to show f ♯, g♯ induce the same morphisms between sheaves,
and thus without lose of generality we may assume both X = SpecA and
Y = SpecB are affine schemes. For convenience we write f ♯ : OSpecA →
f−1OSpecB by using adjoint between f∗ and f−1. Suppose ker(f ♯ − g♯) ⊆
SpecA is of the form V (b). Then one has U ⊆ V (b), and thus V (b) =
SpecA, since U is dense. As a consequence, b is the radical of A, and thus
b = 0 since A is reduced. □
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7.12. Homework-12.

7.12.1. Part I.

Exercise 7.12.1. 1. Let f : X → Y be a continuous map between topo-
logical spaces, let F and G be sheaves of abelian groups on X and Y , re-
spectively, let δ : G → f∗F be a morphism, and let ψ : f−1G → F be the
morphism induced by δ by adjunction. For any x ∈ X, and δx : Gf(x) → Fx
be the composite

Gf(x)
δf(x)−→ (f∗F)f(x) = lim−→

f(x)∈V
(f∗F)(V )

= lim−→
x∈f−1(V )

F(f−1(V ))→ lim−→
x∈U
F(U) = Fx,

and let ψx : Gf(x) → Fx be the composite

Gf(x) ∼= (f−1G)x
ψx−→ Fx.

Prove that δx = ψx.

Proof. For open subset U ⊆ X, recall that the adjoint morphism ψ(U) is
given by the following composite

f−1G(U)
f−1δ(U)−→ f−1f∗F(U)→ F(U).

By passing to stalks one has the following commutative diagram

Gf(x) (f∗F)f(x) Fx

(f−1G)x (f−1f∗F)x Fx

∼=

δf(x)

∼= ∼=
(f−1δ)x

This completes the proof. □

Exercise 7.12.2. Let (f, f ♯) : (X,OX)→ (Y,OY ) be a morphism of locally
ringed spaces, F an OX -module, G an OY -module, δ : G → f∗F a homo-
morphism of OY -modules, and ψ : f∗G → F the morphism induced by δ
by adjunction. For any x ∈ X, and δx : Gf(x) → Fx be defined as in above
exercise, and let ψx : OX,x ⊗OY,f(x)

Gf(x) → Fx be the composite

OX,x ⊗OY,f(x)
Gf(x) ∼= (f∗G)x

ψx−→ Fx.

Prove that
ψx(r ⊗ s) = rδx(s)

for any r ∈ OX,x and s ∈ Gf(x).
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Proof. For open subset U ⊆ X, recall that the adjoint morphism ψ(U) is
given by the following composite

f∗G(U) = (OX⊗f−1OY
f−1G)(U)

id⊗f−1δ(U)−→ (OX⊗f−1OY
f−1f∗F)(U)→ F(U).

Similarly, by passing to stalks one has the following commutative diagram

OX,x ⊗OY,f(x)
Gf(x) OX,x ⊗OY,f(x)

(f∗F)f(x) Fx

(f∗G)x (f∗f∗F)x Fx

∼=

id⊗δf(x)

∼= ∼=
(f∗δ)x

This completes the proof.
□

Exercise 7.12.3. Let (X,OX) be a scheme and F a quasi-coherent OX -
module. Suppose F is of finite presentation. Prove that for any affine open
subset U ∼= SpecA, we have F|U ∼= M∼ for some A-module M with finite
presentation.
Proof. Firstly, for any affine open subset U ∼= SpecA, we may assume F|U ∼=
M∼ for some A-module M , so it suffices to show M is of finite presentation.
Since F is of finite presentation, there exists an open covering of U , without
lose of generality we may assume it’s given by {Ui = SpecAfi}ni=1 with
(f1, . . . , fn) = A, such that on each Uf one has the following exact sequence

O⊕mi
Ui
→ O⊕ni

Ui
→ F|Ui → 0,

where mi, ni ∈ Z>0. In other words, the localization Mfi is of finite presen-
tation for each i = 1, 2, . . . , n, and thus M is of finite presentation. □
7.12.2. Part II.
Exercise 7.12.4. Let X be a scheme, L be an invertible OX -module with
f ∈ L(X) and F be a quasi-coherent OX -module.
(1) Define Xf to be the subset of X consisting of those points x ∈ X such

that the germ of f at x does not lie in mxLx, where mx is the maximal
ideal of the local ring OX,x. Then Xf is open.

(2) Suppose X is quasi-compact. If s ∈ F(X) is a section whose restriction
to Xf vanishes, then there exists a natural number n such that the
section s⊗ f⊗n ∈ (F ⊗OX

L⊗n)(X) vanishes.
(3) Suppose X is quasi-compact and quasi-separated. Given a section t in
F(Xf ), there exists a natural number n such that the section t ⊗ f⊗n
in (F ⊗OX

L⊗n)(Xf ) can be extended to a section in (F ⊗OX
L⊗n)(X).

Proof. For (1). Since L is an invertible OX -module, there exists an open
covering {Ui} of X such that L|Ui

∼= OUi . If we use fi to denote f |Ui and
use Xfi to denote the subset of Ui consisting of those points x ∈ Ui such
that the germ of fi at x does not lie in mxLx, then Xf =

⋃
iXfi , and by (1)

of Proposition 4.3.1 one has each Xfi is open.
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For (2). Since X is quasi-compact, we may assume {Ui = SpecAi}ni=1 is
a finite affine open covering of X, and thus Xf ∩ SpecAi = D(fi), where
fi := f |Ui . Since the restriction of s to Xf vanishes, one has the restriction
of s to each D(fi) = Spec(Ai)fi vanishes for each i = 1, . . . , n, and thus
there exists some ni ∈ Z>0 such that fnis = 0 in Ai. Now it suffices to take
n = maxi{ni}, one has s⊗ f⊗n ∈ (F ⊗OX

Ln)(X) vanishes.
For (3). Since X is quasi-compact and quasi-separated, by (2) of Proposi-

tion 5.5.4 we may assume {Ui = SpecAi}ni=1 is a finite affine open covering of
X such that each Ui∩Uj is a union of finitely many affine open subschemes.
For convenience we denote ti := t|Ui . Note that ti − tj vanishes on Ui ∩ Uj ,
and since Ui ∩ Uj is a union of finite affine open subschemes, then by (2)
there exists some nij ∈ N such that (ti− tj)⊗f

nij

ij ∈ (F ⊗OX
L⊗nij )(Ui∩Uj)

vanishes. On the other hand, for each ti ∈ F(Xf ∩ Ui), there exists some
mi ∈ N such that ti ⊗ fmi extends to (F ⊗OX

L⊗mi)(Xf ∩Ui). Since every-
thing is finite, there exists a sufficiently large n such that t⊗ fn extends to
a section in (F ⊗OX

L⊗n)(X). □
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7.13. Homework-13.

Exercise 7.13.1. Let S be a graded ring which is generated by S1 as an
S0-algebra.
(1) Prove that for every f ∈ S1 and every graded S-module M , we have an

S(f)-module isomorphism
∞⊕

n=−∞
M(n)(f) ∼=Mf .

In particular, taking M = S, we get an S(f)-module isomorphism
∞⊕

n=−∞
S(n)(f)

∼=−→ Sf .

Prove that we have an Sf -module isomorphism
M(f) ⊗S(f)

Sf ∼=Mf

(2) Let M and N be graded S-modules. Construct an isomorphism

M(f) ⊗S(f)
N(f)

∼=−→ (M ⊗S N)(f),

so that after taking the tensor product ⊗S⟨fSf and composing with the
isomorphisms in (1), we get the canonical isomorphism

Mf ⊗Sf
Nf
∼= (M ⊗S N)f .

(3) Let p ∈ ProjS, and let T be the set of homogeneous elements in S \ p.
Prove that we have an S(p)-module isomorphism

∞⊕
n=−∞

M(n)(p)
∼=−→ T−1M.

In particular, taking M = S, we get an S(p)-module isomorphism
∞⊕

n=−∞
S(n)(p)

∼=−→ T−1S.

Prove that we have a T−1S-module isomorphism

M(p) ⊗S(p)
T−1S

∼=−→ T−1M.

(4) Let M and N be graded S-modules. Construct an isomorphism

M(p) ⊗S{p} N(p)

∼=−→ (M ⊗S N)(p)

so that after taking the tensor product ⊗S(p)
T−1S and composing with

the isomorphisms in (3), we get the canonical isomorphism

T−1M ⊗T−1S T
−1N

∼=−→ T−1(M ⊗S N).
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Proof. For (1). Consider the following homomorphism

φ :

∞⊕
n=−∞

M(n)(f) →Mf

(
mn

fkn
) 7→

∞∑
n=−∞

mn

fkn
.

It’s well-defined since there are only finitely many mn/f
kn 6= 0.

(a) Firstly let’s show φ surjective: Since for any m/fk ∈Mf , we may write
m =

∑
imi, wheremi are homogeneous elements of degree i. If i = k+n,

then mi/f
k ∈M(n)(f), and thus

φ((
mi

fk
)) =

∑
i

mi

fk
=
m

fk
.

(b) Now let’s prove φ is injective: If
∑∞

n=−∞mn/f
kn = 0 in Mf , then there

exists some N ∈ N such that

fN
∞∑

n=−∞

mn

fkn
= 0.

Since degmn = kn + n, then by degree reason fNmn/f
kn = 0 for every

n ∈ Z. On the other hand, multiplying by fN gives an isomorphism from
M(n)(f) to M(n+N)(f) for each n ∈ Z since f ∈ S1. This shows mn/f

kn = 0
for each n ∈ Z, and thus φ is injective. In particular, one has

∞⊕
n=−∞

S(n)(f)
∼=−→ Sf .

Moreover, since M(n)(f) ∼=M(f) ⊗S(f)
S(n)(f) as S(f)-modules, one has

Mf
∼=

∞⊕
n=−∞

M(n)(f)

∼=
∞⊕

n=−∞
(M(f) ⊗S(f)

S(n)(f))

∼=M(f) ⊗S(f)
Sf .

For (2). Consider the following homomorphism
φ : M(f) ⊗S(f)

N(f) → (M ⊗S N)(f)∑
i

mi

fki
⊗ ni
f li
7→
∑
i

mi ⊗ ni
fki+li

.

It’s clear that φ is surjective, so it suffices to check it’s injective. If∑
i

mi ⊗ ni
fki+li

=
1

fN

∑
i

fαimi ⊗ ni = 0
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in (M ⊗S N)(f), where N = maxi {ki + li} and ki + li + αi = N for all i,
then

∑
i f

αimi ⊗ ni = 0 in M ⊗S N , and thus∑
i

mi

fki
⊗ ni
f li

= 0

in M(f)⊗S(f)
N(f). This shows the injectivity. As a consequence, after taking

the tensor product ⊗S(f)
Sf and composing with the isomorphisms in (1), we

get the canonical isomorphism

Mf ⊗Sf
Nf
∼= (M ⊗S N)f .

For (3). Note that
∞⊕

n=∞
M(n)(p)

(a)∼=
∞⊕

n=−∞
lim−→

p∈D+(f)

(M(n)(f))
∼

∼= lim−→
p∈D+(f)

∞⊕
n=−∞

(M(n)(f))
∼

∼= lim−→
p∈D+(f)

( ∞⊕
n=−∞

M(n)(f)

)∼

∼= lim−→
p∈D+(f)

(Mf )
∼

(b)∼= T−1M,

where (a) and (b) hold from S is generated by S1 as an S0-algebra, and by
the same argument as (1) one can show

M(p) ⊗S(p)
T−1S

∼=−→ T−1M.

For (4). It follows from (2) by using the same modification as (3).
□

Exercise 7.13.2. Let X be a scheme, and Y be a closed subscheme of X
with ideal sheaf I. Define the blowing-up X̃ of X along Y to be the scheme
Proj(

⊕∞
n=0 In) over X, where Proj(

⊕∞
n=0 In) is obtained by gluing Proj

(
⊕∞

n=0 In(U)) over open affine subschemes U of X.
(1) Let π : X̃ → X be the canonical morphism. Prove that π induces an

isomorphism π−1(X \ Y )
∼=−→ X \ Y .

(2) Let f : X ′ → X be a closed immersion, and let Y ′ = X ′ ×X Y be the
closed subscheme of X ′ obtained from Y → X by base change. Prove
that the blowing-up X̃ ′ of X ′ along Y ′ is isomorphic to the scheme
theoretic image of the composite

X ′ \ Y ′ f−→ X \ Y π−1

−→ π−1(X \ Y ) ↪→ X̃
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Proof. For (1). Suppose {Uα = SpecAα} is an affine open covering of X. If
we write Iα = I(Uα), then π : X̃ → X on the affine pieace Uα is induced by
the natural inclusion

Aα ↪→ Sα =
⊕
d≥0

Idα.

By previous homework (Exercise 7.5.3), one has π|π−1(Uα) : π
−1(Uα\V (Iα))→

Uα \ V (Iα) is an isomorphism. This shows π : π−1(X \ Y ) → X \ Y is an
isomorphism.

For (2). □
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