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0. Notations

1. U, V,W usually denotes open subsets in Rn, where n ≥ 2. We write
V ⋐ U if V ⊂ V ⊂ U and V is compact, and say V is compactly
contained in U .

2. Function spaces
(a) C(U) = {u ∈ C(U) | u is uniformly continous on bounded subsets of U};
(b) Ck(U) = {u ∈ Ck(U) | Dαu is uniformly continous on bounded subsets of U for all |α| ≤

k};
(c) C∞(U) =

⋂∞
k=0C

k(U).
3. u(x) = u(x1, . . . , xn) is a smooth function defined on U , its partial differ-

ential ∂u
∂xi

is denoted by uxi .
4. Hessian of u is defined as a matrix D2u(x) = (uxixj )i×j

5. Laplacian of u is defined as ∆u(x) = divDu =
∑n

i=1 uxixi

6. A vector of the form α = (α1, . . . , αn), where each component αi is a
non-negative integer, is called a multiindex of order

|α| = α1 + · · ·+ αn

7. Given a multiindex α, define

Dαu :=
∂|α|u

∂xα1
1 . . . ∂xαn

n
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Part 1. Sobolev space
1. Sobolev space

1.1. Definitions and basic properties. Let u, v ∈ L1
loc(U) and α a mul-

tiindex. If ˆ
U
uDαϕdx = (−1)|α|

ˆ
U
vϕdx

for all test functions ϕ ∈ C∞
c (U), then we say v is the α-th weak partial

derivatives of u, and denoted by Dαu = v.

Remark 1.1.1. Note that u has a α-th weak partial derivative don’t implies
lower order weak partial derivatives. For example:

Lemma 1.1.1. Let u ∈ L1
loc(U). If a weak α-th partial derivative of u

exists, then it’s uniquely defined up to a set of measure zero.

Proof. Assume v, ṽ ∈ L1
loc(U) such that

ˆ
U
uDαϕdx = (−1)α

ˆ
U
vϕdx = (−1)α

ˆ
U
ṽϕdx

for all ϕ ∈ C∞
c (U), then ˆ

U
(v − ṽ)ϕdx = 0

for all ϕ ∈ C∞
c (U). Thus from v = ṽ a.e. □

Definition 1.1.1 (Sobolev space).

W k,p(U) := {u ∈ Lp(U) | ∀|α| ≤ k,Dαu exists and Dαu ∈ Lp(U)}

Remark 1.1.2. Here we identify functions in W k,p(U) up to a set of measure
zero.

Notation 1.1.1. If p = 2, we always write Hk(U) = W k,2(U) for k ≥ 0.
The letter H is used for Hk(U) is a Hilbert space as we will see. Note that
H0(U) = L2(U).

Lemma 1.1.2. Assume u, v ∈ W k,p(U), |α| ≤ k, then
1. Dαu ∈ W k−|α|,p(U) and Dβ(Dαu) = Dα+βu for all multiindex α, β with

|α|+ |β| ≤ k.
2. For each λ, µ ∈ R, λu+νv ∈ W k,p and Dα(λu+µv) = λDαu+µDαv, |α| ≤

k.
3. If V is an open subset of U , then u|V ∈ W k,p(V ).
4. If ξ ∈ C∞

c (U), then ξu ∈ W k,p(U) and

Dα(ξu) =
∑
β≤α

(
α

β

)
DβξDα−βu
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Proof. Let’s check (4) in the case of |α| = 1 as follows: for any ϕ ∈ C∞
c (U),

we have ˆ
U
ξuDαϕ =

ˆ
U
uDα(ξϕ)− u(Dαξ)ϕdx

= −
ˆ
U
(ξDαu) + uDαξ)ϕdx

which implies
Dα(ξu) = ξDαu+ uDαξ

□
Definition 1.1.2 (norms). For u ∈ W k,p(U), its norm is defined to be

‖u‖Wk,p(U) :=

{
(
∑

|α|≤k ‖Dαu‖pLp(U))
1
p , 1 ≤ p < ∞∑

|α|≤k ‖Dαu‖L∞(U), p = ∞

Remark 1.1.3. There is another equivalent norm defined as follows: For
u ∈ W k,p(U),

‖u‖′Wk,p(U) :=
∑
|α|≤k

‖Dαu‖Lp(U)

It’s clear
‖u‖Wk,p(U) = (

∑
|α|≤k

‖Dαu‖pLp(U))
1
p ≤

∑
|α|≤k

‖Dαu‖Lp(U) = ‖u‖′Wk,p(U)

Conversely,

‖u‖′Wk,p(U) ≤
∑
|α|≤k

‖u‖Wk,p(U) = C(n, k)‖u‖Wk,p(U)

where C(n, k) is a constant depending on n, k.

Definition 1.1.3. Let {um}, u ∈ W k,p(U), we say
1. um → u in W k,p(U), if

lim
m→∞

‖u− um‖Wk,p(U) = 0

2. um → u in W k,p
loc (U), if um → u in W k,p(V ) for every V ⋐ U .

Remark 1.1.4. It’s clear that um → u in W k,p(U) if and only if um → u in
Lp(U) and for any |α| ≤ k we have Dαum → Dαu in Lp(U).

Definition 1.1.4. We denote by W k,p
0 (U) the closure of C∞

c (U) in W k,p(U).

Theorem 1.1.1. For each k ∈ N and 1 ≤ p ≤ ∞, the Sobolev space
W k,p(U) is a Banach space.

Proof. It suffices to check W k,p(U) is complete. Assume {um} is a Cauchy
sequence in W k,p(U), then for each |α| ≤ k, {Dαum} is a Cauchy sequence
in Lp(U), thus there exists uα ∈ Lp(U) such that Dαum → uα in Lp(U)
since Lp(U) is complete. In particular, we have um → u.
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So it suffices to check u ∈ W k,p(U) with Dαu = uα for any |α| ≤ k, since
we already have desired convergence in Lp(U). Indeed, for any test function
ϕ ∈ C∞

c (U), we haveˆ
U
uDαϕdx = lim

m→∞

ˆ
umDαϕdx

= lim
m→∞

(−1)|α|
ˆ
U
Dαumϕdx

= (−1)|α|
ˆ
U
uαϕdx

This completes the proof. □
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1.2. Approximation.

1.2.1. Interior approximation by smooth functions. Fix Uε = {x ∈ U |
dist(x, ∂U) > ε}.

Theorem 1.2.1 (local approximation by smooth functions). Assume u ∈
W k,p(U) for some 1 ≤ p < ∞, and set

uε(x) := ϕε ∗ u(x), x ∈ Uε

then uε → u in W k,p
loc (U) as ε → 0.

Proof. We have already senn in appendix C.5, uε → u in Lp
loc(U). In order

to show uε → u in W k,p
loc (U), it suffices to show Dαuε → Dαu in Lp

loc(U) for
any |α| ≤ k. The following observation is crucial: For any |α| ≤ k, then

Dαuε = ϕε ∗Dαu, in Uε

Indeed, for x ∈ Uε

Dαuε = Dα

ˆ
U
ϕε(x− y)u(y)dy

=

ˆ
U
Dα

xϕε(x− y)u(y)dy

= (−1)|α|
ˆ
U
Dα

y ϕε(x− y)u(y)dy

= (−1)2|α|
ˆ
U
ϕε(x− y)Dα

y u(y)dy

= (Dαu)ε

From this observation we have Dαuε → Dαu in Lp
loc(U). This completes the

proof. □

In fact, we can find smooth functions which approximate in W k,p(U) and
not just in W k,p

loc (U).

Theorem 1.2.2 (global approximation). Assume U is bounded and suppose
u ∈ W k,p(U) for some 1 ≤ p < ∞. Then there exists functions um ∈
C∞(U) ∩W k,p(U) such that um → u in W k,p(U).

Proof. Let Ui = {x ∈ U | |x| < i, dist(x, ∂U) > 1/i}, then U =
⋃∞

i=1 Ui.
Write Vi = Ui+3 − U i+1 and choose an open subset V0 ⋐ U such that
U =

⋃∞
i=0 Vi. Note that {Vi} is a locally finite cover, thus we can choose a

smooth partition of unity {ξi} subordinate to it. Then for any u ∈ W k,p(U),
we have ξiu ∈ W k,p(U) and supp(ξiu) ⊂ Vi.

Fix δ > 0, choose εi > 0 sufficiently small such that ui := ηεi ∗ (ξiu)
satisfies {

‖ui − ξiu‖Wk,p(U) ≤ δ
2i+1 , i ≥ 0

suppui ⊂ Wi := Ui+4 − U i, i ≥ 1
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Write v :=
∑∞

i=0 u
i, it’s a well defined smooth function, since {Wi} is locally

finite. For each V ⋐ U , there is N ∈ N such that v =
∑N

i=0 u
i, u =

∑N
i=0 ξiu,

therefore

‖v − u‖Wk,p(V ) = ‖
N∑
i=0

(ui − ξiu)‖Wk,p(U)

≤
N∑
i=0

‖ui − ξiu‖Wk,p(U)

≤ δ
N∑
i=0

1

2i+1

< δ

□
1.2.2. Global approximation up to the boundary.

Theorem 1.2.3 (global approximation up to the boundary). Let U be
bounded and ∂U is C1. Assume u ∈ W k,p(U) for some 1 ≤ p < ∞. Then
there exists functions um ∈ C∞(U) such that um → u in W k,p(U).
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2. Extension theorem and trace theorem

2.1. Extension theorem.

Theorem 2.1.1 (extension theorem). Suppose 1 ≤ p ≤ ∞. Assume U is
bounded and ∂U is Ck. Select a bounded open set V such that U ⋐ V , then
ther exists a bounded linear operator

E : W k,p(U) → W k,p(Rn)

such that for each u ∈ W k,p(U), we have

1. Eu = u almost everywhere in U ;
2. suppEu ⊂ V ;
3. ‖Eu‖Wk,p(Rn) ≤ C(p, U, V )‖u‖Wk,p(U), where C(p, U, V ) is a constant de-

pending only on p, U and V .

2.2. Trace theorem.

Theorem 2.2.1. Assume U is bounded and ∂U is C1. Then there exists a
bounded linear operator

T : W 1,p(U) → Lp(∂U)

such that

1. Tu = u|∂U if u ∈ W 1,p(U) ∩ C(U);
2. ‖Tu‖Lp(∂U) ≤ C(p, U)‖u‖W 1,p(U) for each u ∈ W 1,p(U) with constant

C(p, U) depending only on p and U .

Proof. Step one: Let’s deal with flat boundary for u ∈ C1. Assume u ∈
C1(U) and suppose x ∈ ∂U and ∂U is flat near x, lying in the plane {xn =
0}. Choose an open ball B = (x, r) such that

{
B+ := B ∩ {xn ≥ 0} ⊂ U

B− := B ∩ {xn ≤ 0} ⊂ Rn − U

Let B̂ = B(x, r/2),Γ = ∂U ∩ B̂. Select ξ ∈ C∞
c (B) such that

1. 0 ≤ ξ ≤ 1;
2. ξ|

B̂
= 1
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Let x′ = (x1, . . . , xn−1) ∈ {xn = 0}, thenˆ
Γ
|u|pdx′ ≤

ˆ
xn=0

ξ|u|pdx′

=

ˆ
xn=0

ˆ ∞

0
(−ξ|u|p)xndxndx

′

= −
ˆ
B+

(−ξ|u|p)xndx

= −
ˆ
B+

|u|pξxn + p|u|p−1 sgn(u)uxnξdx

≤ ‖ξxn‖L∞(B)

ˆ
B+

|u|pdx+ p‖ξ‖L∞(B)(|u|p)(p−1)/p|uxn |dx

≤ ‖ξxn‖L∞(B)

ˆ
B+

|u|pdx+ p‖ξ‖L∞(B)

ˆ
B

|u|p

p/(p− 1)
+

|uxn |p

p
dx

≤ C1

ˆ
B+

|u|p + |Du|pdx

where C1 is a constant depending only on p and U , since bump function ξ
depends on U .

Step two: If x ∈ ∂U but ∂U is not flat near x, we straighten out the
boundary near x to obtain the setting in step one, applying above estimate
and changing variables, we obtainˆ

Γ
|u|pdS ≤ C2

ˆ
U
|u|p + |Du|pdx

where Γ is some open subset of ∂U containing x, and C2 is a constant
depending only on p and U .

Step three: Since ∂U is compact, one can choose finitely many xi ∈ ∂U

and open subset Γi ⊂ ∂U such that ∂U =
⋃N

i=1 Γi and
‖u‖Lp(Γi) ≤ C3‖u‖W 1,p(U)

where C3 is a constant depending only on p and U . Consequently if we set
Tu := u|∂u, then

‖Tu‖Lp(∂U) ≤ C3‖u‖W 1,p(U)

Step four: Assume u ∈ W 1,p(U), then there exists a sequence {um} ⊂
C∞(U) converging to u in W 1,p(U). Since

‖Tum − Tul‖Lp(∂U) ≤ C3‖um − ul‖W 1,p(U)

which implies that {Tum} is a Cauchy sequence in Lp(∂U) and so we define
Tu := lim

m→∞
Tum

This limit is independent of the choice of {um}.
Step five: Now suppose u ∈ C(U) ∩ W 1,p(U), note that um ∈ C∞(U)

converges uniformly to u on U , thus Tu = u|∂U . □
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Theorem 2.2.2. Assume U is bounded and ∂U is C1. Suppose u ∈
W 1,p(U), then u ∈ W 1,p

0 (U) if and only if Tu = 0 on ∂U .

Remark 2.2.1. This theorem characterizes the difference between W 1,p(U)

and W 1,p
0 (U).
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3. Sobolev inequalities

Our goal in this section is to find embeddings of various Sobolev spaces
into others. The crucial analytic tools here will be so-called “Sobolev type
inequalities”, which we will prove for smooth functions. These will then
establish the estimates for arbitrary functions in various Sobolev spaces,
since we already know smooth functions are dense.

To be explicit, if a function u ∈ W 1,p(U), does u automatically belong to
certain other spaces? The answer is yes, but in which spaces depends upon
whether

W 1,p(U) ⊂


Lp∗(U), 1 ≤ p < n

L∞(U), p = n

C0,γ(U), n < p ≤ ∞
where p∗ and γ are defined later.

3.1. Case 1 ≤ p < n.

Definition 3.1.1 (Sobolev conjugate). For 1 ≤ p < n, we define its Sobolev
conjugate as

p∗ =
np

n− p

Theorem 3.1.1 (Gagliardo-Nirenberg-Sobolev inequality). Assume 1 ≤
p < n. Then

‖u‖Lp∗ (Rn) ≤ C(n, p)‖Du‖Lp(Rn)

for all u ∈ C1
c (Rn), where C(n, p) is a constant depending only on n and p.

Proof. Firstly we assume p = 1, then p∗ = n/(n− 1). Since u is compactly
supported, then for each i = 1, . . . , n and x ∈ Rn we have

u(x) =

ˆ x1

−∞
∂xiu(x1, . . . , xi−1, yi, xi+1, . . . , xn)dyi

So we have

|u(x)| ≤
ˆ
R
|∂xiu(x1, . . . , xi−1, yi, xi+1, . . . , xn)|dyi

Therefore

|u(x)|n/(n−1) ≤
n∏

i=1

(

ˆ
R
|∂xiu(x1, . . . , xi−1, yi, xi+1, . . . , xn)|dyi)1/(n−1)

Fix x2, . . . , xn and integrate above inequality with respect to x1, we obtainˆ
R
|u|n/(n−1)dx1 ≤

ˆ
R

n∏
i=1

(

ˆ
R
|∂xiu(x1, . . . , xi−1, yi, xi+1, . . . , xn)|dyi)1/(n−1)dx1

Note that if we already fix x2, . . . , xn, the following term is independent of
x1,

(

ˆ
R
|∂x1u(y1, x2, . . . , xn)|dy1)1/(n−1)
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Thus we haveˆ
R
|u|n/(n−1)dx1 ≤

ˆ
R

n∏
i=1

(

ˆ
R
|∂xiu(x1, . . . , xi−1, yi, xi+1, . . . , xn)|dyi)1/(n−1)dx1

= (

ˆ
R
|∂x1u|dy1)1/(n−1)

ˆ
R

n∏
i=2

(

ˆ
R
|∂xiu|dyi)1/(n−1)dx1

Then by Hölder inequality we have
ˆ
R

n∏
i=2

(

ˆ
R
|∂xiu|dyi)1/(n−1)dx1 ≤ (

n∏
i=2

ˆ
R

ˆ
R
|∂xiu|dx1dyi)1/(n−1)

All in all, we have
ˆ
R
|u|n/(n−1)dx1 ≤ (

ˆ
R
|∂x1u|dy1)1/(n−1)(

n∏
i=2

ˆ
R

ˆ
R
|∂xiu|dx1)1/(n−1)

Now fix x3, . . . , xn and integrate with respect to x2, we obtainˆ
R

ˆ
R
|u|n/(n−1)dx1dx2

≤ (

ˆ
R

ˆ
R
|∂x2u|dy2dx1)1/(n−1)︸ ︷︷ ︸

part I

ˆ
Rn

(

ˆ
R
|∂x1u|dy1)

1
n−1

n∏
i=3

(

ˆ
R

ˆ
R
|∂xiu|dyidx1)

1
n−1dx2

≤(

ˆ
R

ˆ
R
|∂x2u|dy2dx1)1/(n−1)(

ˆ
R

ˆ
R
|∂x1u|dy1dx2)

1
n−1

We can take part I outside of integration since it’s independent of x2 and
for the second inequality we also use Hölder inequality.

Repeat this process with respect to x3, . . . , xn, we will obtain
ˆ
Rn

|u|
n

n−1dx ≤
n∏

i=1

(

ˆ ∞

−∞
. . .

ˆ ∞

−∞
|Du|dx1 . . . dyi . . . dxn)

1
n−1

= (

ˆ
Rn

|Du|dx)
n

n−1

This shows desired estimate for p = 1.
Now consider 1 < p < n, we apply above estimate to v := |u|γ , where

γ > 1 is to be selected. Then

(

ˆ
Rn

|u|
γn
n−1dx)

n−1
n ≤

ˆ
Rn

|D|u|γ |dx

= γ

ˆ
Rn

|u|γ−1|Du|dx

≤ γ(

ˆ
Rn

|u|(γ−1) p
p−1dx)

p−1
p (

ˆ
Rn

|Du|pdx)
1
p
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We choose γ so that γn
n−1 = (γ − 1) p

p−1 , in which case we have

γn

n− 1
=

np

n− p
= p∗

This completes the proof. □

Theorem 3.1.2 (estimates for W 1,p, 1 ≤ p < n). Let U be a bounded, open
subset of Rn, and suppose ∂U is C1. Assume 1 ≤ p < n and u ∈ W 1,p(U),
then for each 1 ≤ q ≤ p∗, we have u ∈ Lq(U) with estimate

‖u‖Lq(U) ≤ C(n, p, q, U)‖u‖W 1,p(U)

where C(n, p, q, U) is a constant depending only on n, p, q and U .

Proof. Let’s firstly consider the case q = p∗. Since ∂U is C1, then by
extension theorem we have Eu = u ∈ W 1,p(Rn) such that

u = u in U

suppu is compact
‖u‖W 1,p(Rn) ≤ C1(p, U)‖u‖W 1,p(U)

Because u has compact support, then there exists functions um ∈ C∞
c (Rn)

such that
um → u in W 1,p(Rn)

Now by Gagliardo-Nirenberg-Sobolev inequality we have

‖um − ul‖Lp∗ (Rn) ≤ C2(n, p)‖Dum −Dul‖Lp(Rn)

for all m, l ≥ 1. Thus
um → u in Lp∗(Rn)

as well. Taking limit in Gagliardo-Nirenberg-Sobolev inequality ‖um‖Lp∗ (Rn) ≤
C2(n, p)‖Dum‖Lp(Rn) we have

‖u‖Lp∗ (Rn) ≤ C2(n, p)‖Du‖Lp(Rn)

Thus

‖u‖Lp∗ (U) ≤ ‖u‖Lp∗ (Rn) ≤ C2(n, p)‖Du‖Lp(Rn) ≤ C1(p, U)C2(n, p)‖Du‖Lp(U)

Now for 1 ≤ q ≤ p∗, one has interpolating inequality as follows

‖u‖qLq(U) =

ˆ
U
|u|qdx

≤ (

ˆ
U
1dx)

1− q
p∗ (

ˆ
U
(|u|q)

p∗
q dx)

q
p∗

= |U |1−
q
p∗ ‖u‖q

Lp∗ (U)
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which implies ‖u‖Lq(U) ≤ C3(p, q, U)‖u‖Lp∗ (U). Thus
‖u‖Lq(U) ≤ C3(p, q, U)‖u‖Lp∗ (U)

≤ C3(p, q, U)C2(n, p)‖Du‖Lp(Rn)

≤ C3(p, q, U)C2(n, p)C‖u‖W 1,p(Rn)

≤ C3(p, q, U)C2(n, p)CC1(p, U)‖Du‖W 1,p(U)

This completes the proof. □
Remark 3.1.1. Here we need U is bounded with C1 boundary to use exten-
sion theorem.

Theorem 3.1.3 (estimates for W 1,p
0 , 1 ≤ p < n). Let U be a bounded, open

subset of Rn. Assume 1 ≤ p < n and u ∈ W 1,p
0 (U), then for each 1 ≤ q ≤ p∗,

we have the following estimates
‖u‖Lp(U) ≤ C(n, p, q, U)‖Du‖Lp(U)

where C is a constant depending only on n, p, q and U .

Proof. Since u ∈ W 1,p
0 (U), there exist functions um ∈ C∞

c (U) converging to
u in W 1,p(U). We extend each function um to be zero on Rn\U and mimick
above proof to obtain

‖u‖Lp∗ (U) ≤ C1(n, p)‖Du‖Lp(U)

As U is bounded, by interpolating inequality one has
‖u‖Lq(U) ≤ C2(q, U)‖u‖Lp∗ (U)

This completes the proof. □
Remark 3.1.2. Since p ≤ p∗, so in particular, for all 1 ≤ p < n, we have

‖u‖Lp(U) ≤ C(n, p, U)‖Du‖Lp(U)

This estimate is sometimes called Poincaré inequality.

3.2. Case p = n. Owing to our estimate for 1 ≤ p < n, you know that if
u ∈ W 1,p(U), then u ∈ Lp∗(U) where p∗ = np

n−p . Since p∗ → ∞ as p → n,
you might expect u ∈ L∞(U), if u ∈ W 1,n(U). However, this is false when
n > 1. For example, if U = B(0, 1), the function u = log log(1+ 1

|x|) belongs
to W 1,n(U) but not to L∞(U).

3.3. Case n < p ≤ ∞. In this case, we will show if u ∈ W 1,p(U), then u is
in fact Hölder continous, after possibly being redefined on a set of measure
zero.

Theorem 3.3.1 (Morrey’s inequality). Assume n < p ≤ ∞, then there
exists a constant C, depending only on p and n such that

‖u‖C0,γ(R) ≤ C‖u‖W 1,p(R)

for all u ∈ C1(R), where γ = 1− n/p.



16 BOWEN LIU

Proof. We claim that there exists a constant C1, depending only on n such
that  

B(x,r)
|u(y)− u(x)|dy ≤ C1

ˆ
B(x,r)

|Du(y)|
|y − x|n−1

dy

for any ball B(x, r) ⊂ Rn.
Fix w ∈ ∂B(0, 1), then if 0 < s < r, we have

|u(x+ sw)− u(x)| = |
ˆ s

0

d

dt
u(x+ tw)dt|

= |
ˆ s

0
Du(x+ tw)wdt|

≤
ˆ s

0
|Du(x+ tw)|dt

Hence ˆ
∂B(0,1)

|u(x+ sw)− u(x)|dS(w)

Now choose any x, y ∈ Rn and write r := |x− y|,W := B(x, r) ∩B(y, r).
Then we have 
W

|u(x)− u(z)|dz ≤ µ(B(x, r))

µ(W )

 
B(x,r)

|u(x)− u(z)|dz

≤ C5(

ˆ
B(x,r)

|Du|pdz)
1
p (

ˆ
B(x,r)

dz

|x− z|(n−1)p/(p−1)
)(p−1)/p

≤ C5(
1

n− (n− 1)p/(p− 1)
rn−(n−1)p/(p−1))(p−1)/p‖Du‖Lp(Rn)

= C6r
(p−n)/p‖Du‖Lp(Rn)

Similarly you have 
W

|u(y)− u(z)|dz ≤ C6r
(p−n)/p‖Du‖Lp(Rn)

Thus

|u(x)− u(y)| ≤
 
W

|u(x)− u(z)|dz +
 
W

|u(y)− u(z)|dz

≤ C6r
(p−n)/p‖Du‖Lp(Rn)

Therefore

[u]C0,1−n/p(Rn) = sup
x ̸=y

|u(x)− u(y)|
|x− y|1−n/p

≤ C7‖Du‖Lp(Rn)

□

Definition 3.3.1. u∗ is called a version of a given function u, if u = u∗ a.e.
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Theorem 3.3.2 (estimates for W 1,p, n < p ≤ ∞). Let U be a bounded,
open subset of Rn, and suppose ∂U is C1. Assume n < p ≤ ∞ and u ∈
W 1,p(U). Then u has a version u∗ ∈ C0,γ(U) for γ = 1− n

p with estimate

‖u∗‖C0,γ(U) ≤ C‖u‖W 1,p(U)

The constant C depends only on p, n and U .

Proof. Since ∂U is C1, then by extension theorem we have Eu = u ∈
W 1,p(Rn) such that 

u = u in U

suppu is compact
‖u‖W 1,p(Rn) ≤ C‖u‖W 1,p(U)

Now assume n < p < ∞, since u has compact support, then there exists
functions um ∈ C∞

c (Rn) such that

um → u in W 1,p(Rn)

Now by Morrey’s inequality we have

‖um − ul‖C0,γ(Rn) ≤ C1‖um − ul}W 1,p(Rn)

for all m, l ≥ 1, where γ = 1 − n/p. Thus there exists u∗ ∈ C0,γ(Rn) such
that

um → u∗ in C0,γ(Rn)

Since um → u in W 1,p(Rn), we have u∗ = u a.e. in U . Taking limit in
Morrey’s inequality we have

‖u∗‖C0,γ(Rn) ≤ C1‖u‖W 1,p(Rn)

Thus

‖u∗‖C0,γ(U) ≤ ‖u∗‖C0,γ(Rn) ≤ C1‖u‖W 1,p(Rn) ≤ C‖u‖W 1,p(U)

This completes the proof for n < p < ∞. For case p = ∞, it’s easy to check
directly. □

Remark 3.3.1. The proof here is almost the same as the proof in estimate
for 1 ≤ p < n.

3.4. General Sobolev inequalities.

Theorem 3.4.1 (general Sobolev inequalities). Let U be a bounded open
subset of Rn with C1 boundary. Assume u ∈ W k,p, then
1. If kp < n, then u ∈ Lq(U), where 1/q = 1/p − k/n. Furthermore, we

have estimate
‖u‖Lq(U) ≤ C‖u‖Wk,p(U)

where C depends on k, p, n and U .
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2. If kp > n, then u ∈ C
k−[n

p
−1],γ

(U), where

γ =

{
[np + 1− n

p ], if n
p is not an integer

any positive number < 1, if n
p is an integer

Furthermore, we have estimate

‖u‖
C

k−[np ]−1,γ (U) ≤ C‖u‖Wk,p(U)

where C depends on k, p, n, γ and U .

3.5. Compact embedding. Let X,Y be Banach spaces, f : X → Y is an
injective bounded linear operator.

Definition 3.5.1 (compact operator). f is a compact operator, if each
bounded sequence in X is precompact in Y , that is any bounded sequence
{um} ⊂ X has a subsequnce whose image under f converges in Y to some
limit v.

Definition 3.5.2 (compact embedding). X is compactly embedded in Y
via f , if f is a compact operator. If inclusion i : X → Y is a bounded
compact operator, we write X ⋐ Y .

Theorem 3.5.1 (Rellich-Kondrachov compactness theorem). Assume U is
a bounded open subset of Rn and ∂U is C1. Suppose 1 ≤ p < n. Then

W 1,p(U) ⋐ Lq(U)

for each 1 ≤ q < p∗.

Proof. Fix 1 ≤ q < p∗ and note that since U is bounded, then Gagliardo-
Nirenberg-Sobolev inequality implies

W 1,p(U) ⊂ Lp∗(U) ⊂ Lq(U), ‖u‖Lq(U) ≤ C‖u‖W 1,p(U)

So it remains to show that any bounded sequence {um} ⊂ W 1,p(U), there
exists a subsequnce which converges in Lq(U).

By extension theorem we may assume U = Rn and {um} all have support
in some bounded open set V ⊂ Rn, and

(3.1) sup
m

‖um‖W 1,p(V ) ≤ M < ∞

Furthermore, we may assume {uεm} all have support in V as well.
Step one: A crucial observation is the following convergence is uniformly

in m:

uεm → um, in Lq(V )
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To prove this, we first assume that um is smooth, then

uεm − um(x) =

ˆ
B(0,1)

η(y)(um(x− εy)− um(x))dy

=

ˆ
B(0,1)

η(y)

ˆ 1

0

d

dt
(um(x− εty))dtdy

= −ε

ˆ
B(0,1)

η(y)

ˆ 1

0
Dum(x− εty)ydtdy

thusˆ
V
|uεm(x)− um(x)|dx ≤ ε

ˆ
V

ˆ
B(0,1)

η(y)

ˆ 1

0
|Dum(x− εty)|dtdydx

= ε

ˆ
B(0,1)

η(y)

ˆ 1

0

ˆ
V
|Dum(x− εty)|dxdtdy

≤ ε

ˆ
B(0,1)

η(y)

ˆ 1

0

ˆ
V
|Dum(z)|dzdtdy

= ε

ˆ
V
|Dum(z)|dz

By approximation this estimate holds if um ∈ W 1,p(V ). Hence

‖uεm − um‖L1(V ) ≤ ε‖Dum‖L1(V ) ≤ εC1‖Dum‖Lp(V )

where the latter inequality holding since V is bounded. Furthermore, ‖Dum‖Lp(V )

is bounded uniformly in m by (3.1). Thus we have uεm → um in L1(V ) uni-
formly in m.

But since 1 ≤ q < p∗, we see using the interpolation inequality that

‖uεm − um‖Lq(V ) ≤ ‖uεm − um‖θL1(V )‖u
ε
m − um‖1−θ

Lp∗ (V )

By Gagliardo-Nirenberg-Sobolev inequality we have

‖uεm − um‖1−θ
Lp∗ (V )

≤ 2‖um‖1−θ
Lp∗ (V )

≤ 2C‖um‖1−θ
W 1,p(V )

Together with (3.1) we can see

‖uεm − um‖1−θ
Lp∗ (V )

≤ 2C2M
1−θ

thus bounded uniformly in m. So

‖uεm − um‖Lq(V ) ≤ εC1C2M
2−θ

which completes the proof of our claim.

Remark 3.5.1. Note that ‖uεm − um‖Lp∗ (V ) → 0 as ε → 0 may not be uni-
formly in m, that’s why we can just prove compact embedding for q < p∗.
For q = p∗, there is an example such that W 1,p(U) ⊂ Lq∗(U) is not compact.
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Step two: we claim that: For each fixed ε > 0, the sequence {uεm} is
uniformly bounded and equicontinous. Indeed, if x ∈ Rn, then

|uεm(x)| ≤
ˆ
B(x,ε)

ηε(x− y)|um(y)|dy

≤ ‖ηε‖L∞(Rn)‖um‖L1(V )

≤ C

εn
< ∞

for arbitrary m. Similarly

|Duεm(x)| ≤
ˆ
B(x,ε)

|Dηε(x− y)||um(y)|dy

≤ |Dηε‖L∞(Rn)‖um‖L1(V )

≤ C

εn+1
< ∞

for arbitrary m.
Step three: Now fix δ > 0, we claim there exists a subsequnce {umj} ⊂

{um} such that
lim sup
j,k→∞

‖umj − umk
‖Lq(V ) ≤ δ

Indeed, we first use assertion in step one to select ε > 0 sufficiently small
such that

‖uεm − um‖Lq(V ) ≤
δ

2
for arbitrary m. However, we have already shown that {uεm} satisfies the
condition for Arzela-Ascoli compactness criterion in step two, thus we can
obtain a subsequnce {uεmj

} ⊂ {uεm} which converges uniformly on V . In
particular, we have

lim sup
j,k→∞

‖uεmj
− uεmk

‖Lq(V ) = 0

Thus we have
lim sup
j,k→∞

‖umj − umk
‖Lq(V ) ≤ lim sup

j,k→∞
‖umj − uεmj

‖Lq(V ) + lim sup
j,k→∞

‖uεmj
− uεmk

‖Lq(V )

+ lim sup
j,k→∞

‖uεmk
− umk

‖Lq(V )

≤δ

Step four: Now use assertion in step three with δ = 1, 12 ,
1
3 and use a stan-

dard diagonal argument to extract a subsequnce {uml
} ⊂ {um} satisfying

lim sup
l,k→∞

‖uml
− umk

‖Lq(V ) = 0

This completes the proof. □

Remark 3.5.2. Now let’s consider p ≥ n under asumption of this theorem.
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1. For p = n, one has W 1,n(U) ⋐ Lq(U) for any 1 ≤ q < ∞. Indeed, if
f ∈ W 1,n(U), then f ∈ W 1,p(U) for all p < n. Thus for each such p,
apply the result for p < n we have

W 1,n(U) ⋐ Lq(U)

for any 1 ≤ q < np/(n − p), since bounded composed with compact is
compact. However, np/(n − p) can be arbitrary large by taking p → n,
thus we obtain the desired result.

2. For n < p < ∞, one has
W 1,p(U) ⊂ W 1,n(U) ⋐ Lq(U)

for 1 ≤ q < ∞
In particular, we can see

W 1,p(U) ⋐ Lp(U)

for 1 ≤ p < ∞.
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4. Additional topics

4.1. Poincaré inequality.

Notation 4.1.1. (u)U =
ffl
U udy is used to denote the average of u over U .

Lemma 4.1.1. Suppose U is connected and u ∈ W 1,p(U) satisfies
Du = 0 a.e. in U

Then u is constant a.e. in U .

Proof. Consider Uε = {x ∈ U | dist(x, ∂U) > ε}. For x ∈ Uε, consider
uε =

´
Uε

ηε(x− y)u(y)dy, then uε is smooth and

Duε =

ˆ
Uε

ηε(x− y)Du(y)dy

Since Du = 0 a.e., we have that Duε = 0 for all x ∈ Uε and hence uε is
constant in Uε. Since ‖uε → u‖Lp(U) → 0 as ε → 0, we have that u is
constant a.e. in U . □

Theorem 4.1.1 (Poincaré inequality). Let U be a bounded, connected open
subset of Rn with C1 boundary. Assume 1 ≤ p ≤ ∞. Then there exists a
constant C, depending on n, p and U , such that

‖u− (u)U‖Lp(U) ≤ C‖Du‖Lp(U)

for each u ∈ W 1,p(U).

Proof. We argue by contradiction. Were the stated estimate false, then
for each positive integer k ∈ N≥0, there exists a function uk ∈ W k,p(U)
satisfying

‖uk − (uk)U‖Lp(U) > k‖Du‖Lp(U)

We renormalize by defining

vk :=
uk − (uk)U

‖uk − (uk)U‖Lp(U)

Then we have
(vk)U = 0, ‖vk‖Lp(U) = 1

and by choice of vk we have

‖Dvk‖Lp(U) <
1

k

In particular, {vk} are bounded in W 1,p(U). In view of proof of Rellich-
Kondrachov theorem, there exists a subsequnce {vkj} of {vk} and a function
v ∈ Lp(U) such that

vkj → v in Lp(U)

Thus we have
(v)U = 0, ‖v‖Lp(U) = 1



PARTIAL DIFFERENTIAL EQUATION 23

On the other hand, ‖Dvk‖Lp(U) < 1
k implies for rach i = 1, 2, . . . , n and

ϕ ∈ C∞
c (U), we haveˆ

U
vϕxi = lim

j→∞

ˆ
U
vkjϕxidx = − lim

j→∞

ˆ
U
vkj ,xi

ϕdx = 0

Consequently v ∈ W 1,p(U) with Dv = 0 a.e. Thus by above lemma we have
v is constant since U is connected. However, this is a contradiction: since v is
constant and (v)U = 0 implies v ≡ 0, which contradicts to ‖v‖Lp(U) = 1. □

4.2. Difference quotients. Assume u : U → R is a locally summable
function and V ⋐ U .

Definition 4.2.1. The i-th difference quotient of size h is

Dh
i u(x) =

u(x+ eih)− u(x)

h

for x ∈ V and h ∈ R, 0 < |h| < dist(V, ∂U).

Notation 4.2.1. Dhu := (Dh
1u, . . . , D

h
nu).

Lemma 4.2.1 (integration by parts). For i = 1, . . . , n and ϕ ∈ C∞
c (V ), we

have ˆ
V
u(Dh

i ϕ)dx = −
ˆ
V
(D−h

i u)ϕdx

Proof. Note that for small enough h we haveˆ
V
u(x)ϕ(x+ hei)dx =

ˆ
V+hei

u(x− hei)ϕ(x)dx

and since ϕ has compact support in V , so the latter integral effectively only
extends over a subset of V , so we haveˆ

V
u(x)[

ϕ(x+ hei)− ϕ(x)

h
]dx =

1

h
(

ˆ
V
u(x)ϕ(x+ hei)dx−

ˆ
V
u(x)ϕ(x)dx)

=
1

h
(

ˆ
V
u(x− hei)ϕ(x)dx−

ˆ
V
u(x)ϕ(x)dx)

= −
ˆ
V
[
u(x)− u(x− hei)

h
]ϕ(x)dx

This completes the proof. □

Theorem 4.2.1. Suppose 1 ≤ p < ∞ and u ∈ W 1,p(U). Then for each
V ⋐ U ,

‖Dhu‖Lp(V ) ≤ C‖Du‖Lp(U)

for constant C and all 0 < |h| < 1
2 dist(V, ∂U).

Theorem 4.2.2. Assume 1 < p < ∞ and u ∈ Lp(V ), there exists a constant
C such that

‖Dhu‖Lp(V ) ≤ C
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for all 0 < |h| < 1
2 dist(V, ∂U). Then

u ∈ W 1,p(V )

with ‖Du‖Lp(V ) ≤ C.

Proof. Estimates for ‖Dhu‖Lp(V ) implies

sup
h

‖D−h
i u‖Lp(V ) < ∞

for all 0 < |h| < 1
2 dist(V, ∂U). Thus there exists a function vi ∈ Lp(V ) and

a subsequnce hk → 0 such that
D−hk

i uharpoonupvi

in Lp(V ), since Lp(V ) is reflexive when 1 < p < ∞. So we haveˆ
V
uϕxi =

ˆ
U
uϕxidx

= lim
hk→0

ˆ
U
uDhk

i ϕdx

= − lim
hk→0

ˆ
V
D−hk

i uϕdx

= −
ˆ
V
viϕdx

= −
ˆ
U
viϕdx

This implies Du ∈ Lp(V ), we deduce u ∈ W 1,p(V ) as u ∈ Lp(V ). □

4.3. Other spaces of functions.

4.3.1. The space H−1.

Definition 4.3.1. The dual space of H1
0 (U) is denoted by H−1(U).

Remark 4.3.1. We have the following inclusions
H1

0 (U) ⊂ L2(U) ⊂ H−1(U)

Notation 4.3.1. We use 〈-, -〉 to denote the pairing between H−1(U) and
H1

0 (U).

Definition 4.3.2. For f ∈ H−1(U), the norm of f is defined as
‖f‖H−1(U) := sup{〈f, u〉 | u ∈ H1

0 (U), ‖u‖H1
0 (U) ≤ 1}

Theorem 4.3.1. Here are some characterizations of H−1.
1. Assume f ∈ H−1(U), then there exists f0, . . . , fn ∈ L2(U) such that

〈f, v〉 =
ˆ

f0v +
n∑

i=1

f ivxidx



PARTIAL DIFFERENTIAL EQUATION 25

for v ∈ H1
0 (U). Furthermore, one has

‖f‖H−1(U) = inf(

ˆ
U

n∑
i=0

|f i|2)
1
2

2. (u, v)L2(U) = 〈u, v〉 for all u ∈ H1
0 (U), v ∈ L2(U) ⊂ H−1(U).

4.3.2. Spaces involving time. Let X be a real Banach space, with norm ‖ ‖.

Definition 4.3.3. The space Lp([0, T ];X) consists of all strongly measur-
able functions u : [0, T ] → X such that

‖u‖Lp([0,T ];X) := (

ˆ T

0
‖u(t)‖pdt)

1
p < ∞

for 1 ≤ p < ∞ and
‖u‖L∞([0,T ];X) := esssup0≤t≤T ‖u(t)‖ < ∞

Definition 4.3.4. The spaceee C([0, T ];X) consists of continous functions
u : [0, T ] → X such that

‖u‖C([0,T ];X) := max
0≤t≤T

‖u(t)‖ < ∞

Definition 4.3.5. Let u ∈ L1([0, T ];X), v ∈ L1([0, T ];X) is called the
weak derivative of u, written u′ = v, ifˆ T

0
ϕ′(t)u(t)dt = −

ˆ T

0
ϕ(t)v(t)dt

for all scalar test functions ϕ ∈ C∞
c ([0, T ]).

Definition 4.3.6. The Sobolev space W 1,p([0, T ];X) consists of all func-
tions u ∈ Lp([0, T ];X) such that u′ ∈ Lp([0, T ];X). Furthermore,

‖u‖W 1,p([0,T ];X) :=

{
(
´ T
0 ‖u(t)‖p + ‖u′(t)‖pdt)

1
p , 1 ≤ p < ∞

essup0≤t≤T (‖u(t)‖+ ‖u′(t)‖), q = ∞

Theorem 4.3.2. Suppose u ∈ L2([0, T ];H1
0 (U)) with u′ ∈ L2([0, T ];H−1(U)),

then
u ∈ C([0, T ];L2(U))
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Part 2. Second-order elliptic equations
5. Introductions

In this part, we always assume U is an open, bounded subset of Rn.

5.1. What is elliptic equation? Let L denote a second-order partial dif-
ferential operator having either the form

(5.1) Lu = −
n∑

i,j=1

(aij(x)uxj )xi +

n∑
i=1

bi(x)uxi + c(x)u

or else

(5.2) Lu = −
n∑

i,j=1

aij(x)uxixj +

n∑
i=1

bi(x)uxi + c(x)u

for given coefficients functions aij , bi, c defined on U .

Definition 5.1.1. L is called
1. in divergence form, if L is given in (5.1);
2. in non-divergence form, if L is given in (5.2).

Remark 5.1.1. If the highest-order coefficients aij are C1 functions, then an
operator given in divergence form can be rewritten into non-divergence form,
and vice versa. The operator in different forms has its own advantages:
1. The divergence form is most natural for energy method, based on inte-

gration by parts;
2. The non-divergence form is most appropriate for maximum priciples.

Furthermore, in this part we always assume our differential operator L
has the following algebraic property.1

Definition 5.1.2 (uniformly ellipticity). A partial differential operator L
is uniformly elliptic if
1. aij is symmetric;
2. There exists a constant θ > 0 such that

n∑
i,j=1

aij(x)ξiξj ≥ θ|ξ|2

for a.e. x ∈ U and all ξ ∈ Rn.

Remark 5.1.2. In other words, uniformly ellipticity means (aij(x))ij is a
symmetric matrix, and (aij(x))ij is positive definite, with smallest eigenvalue
greater than or equal θ for a.e. x ∈ U .

1As always, the heart of each computation is the invocation of ellipticity: the point is
to derive analytic estimates from the structural, algebraic assumption of ellipticity.
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5.2. How to solve it? Firstly let’s consider Dirichlet problem in divergence
form, that is a PDE given by

(5.3)
{
Lu = f in U

u = 0 on ∂U

where
Lu = −

n∑
i,j=1

(aij(x)uxj )xi +
n∑

i=1

bi(x)uxi + c(x)u

In Sobolev spaces, it’s much easier to find “solutions” of (5.3) in some
weak sense. The solution of this kind is sometimes called weak solution
or generalized solution. To explain its motivation, assume we already have
a smooth solution of (5.3), then multiply this equation by a smooth test
function v ∈ C∞

c (U) and integrate by parts, we haveˆ
U

n∑
i,j=1

(aijuxj )vxi +

n∑
i=1

biuxiv + cuvdx =

ˆ
U
fvdx

By approximation we can show the same identity holds with the smooth
function v replaced by any v ∈ H1

0 (U), and the resulting identity makes
sense if only u ∈ H1

0 (U).
If we associated the Dirichlet problem (5.3) the bilinear form

B[u, v] :=

ˆ
U

n∑
i,j=1

(aijuxj )vxi +
n∑

i=1

biuxiv + cuvdx

for all u, v ∈ H1
0 (U). Then the above argument motivate us to define weak

solution as follows.

Definition 5.2.1 (weak solution). For f ∈ H−1(U), u ∈ H1
0 (U) is a weak

solution of Dirichlet problem (5.3) if
B[u, v] = 〈f, v〉

for all v ∈ H1
0 (U), where 〈-, -〉 denotes the pairing of H1

0 (U) with its dual
space.

We follows the following three steps to back to classical solutions:
1. Existence and uniqueness of a weak solution is established by Lax-Milgram

theorem;
2. The weak solution is proved to be smooth under appropriate assumptions.

This is a regularity result;
3. A classical solution is recovered by showing that any smooth weak solu-

tion is a classical solution.
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6. The existence and uniqueness of weak solution

6.1. Lax-Milgram theorem. Let H be a real Hilbert space with norm
‖ · ‖ and inner product (-, -), and 〈-, -〉 denotes the pairing of H with its dual
space.

Definition 6.1.1 (bounded). A bilinear functional B : H×H → R is called
bounded, if

|B[u, v]| ≤ α‖u‖‖v‖

for all u, v ∈ H, where α is a finite constant.

Definition 6.1.2 (coercive). A bilinear functional B : H×H → R is called
coercive, if

|B[u, u]| ≥ β‖u‖2

for all u ∈ H, where β is a constant > 0.

Theorem 6.1.1 (Lax-Milgram theorem). Assume B : H × H → R is a
bounded and coercive bilinear functional and f : H → R is a bounded linear
functional on H, then there exists a unique v ∈ H such that

B[u, v] = 〈f, v〉

for all v ∈ H.

6.2. Energy estimates: A baby version. In this section, we try to verify
the hypothesis of the Lax-Milgram theorem for

B[u, v] :=

ˆ
U

n∑
i,j=1

(aijuxj )vxi +

n∑
i=1

biuxiv + cuvdx

for all u, v ∈ H1
0 (U) under assumptions:

1. aij , bi, c ∈ L∞(U);
2. f ∈ L2(U).

Theorem 6.2.1. Under the assumptions in this section, there exist con-
stants C(n,L), µ(n,L) > 0 depending only on n and operator L such that
1. |B[u, v]| ≤ C(n,L)‖u‖H1

0 (U)‖v‖H1
0 (U)

2. B[u, u] ≥ θ
2‖Du‖2L2(U) − µ(n,L)‖u‖2L2(U)

for all u, v ∈ H1
0 (U).

Proof. For (1). It’s easy to see

|B[u, v]| ≤
n∑

i,j=1

‖aij‖L∞(U)

ˆ
U
|Du||Dv|dx+

n∑
i=1

‖bi‖L∞(U)

ˆ
U
|Du||v|dx+ ‖c‖L∞(U)

ˆ
U
|u||v|dx

≤ C(n,L)‖u‖H1
0 (U)‖v‖H1

0 (U)
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For (2). The uniformly ellipticity implies

θ

ˆ
U
|Du|2dx ≤

ˆ
U

n∑
i,j=1

aijuxiuxjdx

= B[u, u]−
ˆ
U

n∑
i=1

biuxiu+ cu2dx

≤ B[u, u] +

n∑
i=1

‖bi‖L∞(U)

ˆ
U
|Du||u|dx+ ‖c‖L∞(U)

ˆ
U
u2dx

Now from Cauchy’s inequality one hasˆ
U
|Du||u|dx ≤ ε

ˆ
U
|Du|2dx+

1

4ε

ˆ
U
u2dx

where ε is a constant > 0. Choose ε sufficiently small such that

ε

n∑
i=1

‖bi‖L∞(U) <
θ

2

Thus
θ

2

ˆ
U
|Du|2dx ≤ B[u, u] + (‖c‖L∞(U) +

1

4ε
)

ˆ
U
u2dx

that is
B[u, u] ≥ θ

2
‖Du‖2L2(U) − µ(n,L)‖u‖2L2(U)

since ε depends only on n and L. □

Remark 6.2.1. By using Poincaré inequality, one can deduce the following
estimates

β‖u‖2H1
0 (U) ≤ B[u, u] + γ‖u‖2L2(U)

for appropriate constants β > 0 and γ ≥ 0.

Corollary 6.2.1. There exists µ > 0 such that for all µ > µ, there exists a
unique weak solution u ∈ H1

0 (U) of the boundary-value problem{
Lu+ µu = f in U

u = 0 on ∂U

where f ∈ H−1(U).

Proof. Take µ as µ(n,L) in Theorem 6.2.1 and define the following bilinear
form

Bµ[u, v] := B[u, v] + µ(u, v), u, v ∈ H1
0 (U)

which corresponds to the operator Lµ := Lu+µu. Then Bµ[-, -] satisfies the
hypothesis of the Lax-Milgram theorem. □
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6.3. Energy estimates: A general version. In above section, we put
quite strong requirements on the coefficients of operator L. In fact, we can
consider the following assumptions:
1. U is an open bounded subset of Rn, n ≥ 3 with C1 boundary2.
2.

(6.1)
n∑

i,j=1

‖aij‖L∞(U) +
n∑

i=1

‖bi‖Ln(U) + ‖c‖
L

n
2 (U)

≤ Λ

Theorem 6.3.1. Under the assumptions in this section, there exist constant
C(n,Λ, U), µ(n, θ, U) > 0 such that

|B[u, v]| ≤ C(n,Λ, U)‖u‖H1
0 (U)‖v‖H1

0 (U)

|B[u, u]| ≥ θ

2
‖Du‖2L2(U) − µ(n, θ, U)‖u‖2L2(U)

for all u, v ∈ H1
0 (U).

Proof. For (1). By generalized Hölder inequality and Sobolev inequality

‖u‖L2∗ (U) ≤ C1(n,U)‖u‖H1(U)

where 2∗ = 2n
n−2 . Holding these tools, we have the following estimates

1.

|
ˆ
U

n∑
i,j=1

aij(x)uxjvxidx| ≤ C2(n,Λ)‖Du‖L2(U)‖Dv‖L2(U)

2.

|
ˆ
U

n∑
i=1

bi(x)uxiv(x)dx | ≤
n∑

i=1

‖bi‖Ln(U)‖Du‖L2∗ (U)‖v‖L2(U)

≤ C3(n,Λ, U)‖Du‖L2(U)‖v‖H1
0 (U)

3.

|
ˆ
U
c(x)uvdx| ≤ ‖c‖

L
n
2 (U)

‖u‖L2∗ (U)‖v‖L2∗ (U)

≤ C4(n,Λ, U)‖u‖H1(U)‖v‖H1
0 (U)

This completes the estimates for upper bound of |B[u, v]|.
For (2). Recall for f ∈ Lp(U), 1 ≤ p < ∞, there exists f1, f2 such that

f = f1 + f2 and

‖f1‖Lp(U) ≤ ε, ‖f2‖L∞(U) ≤ K(ε)

So there exists decomposition

bj = bj1 + bj2, c = c1 + c2

2We need U is open bounded with C1 boundary to use Sobolev embedding, and n ≥ 3
is just a technique condition.
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such that
n∑

j=1

(‖bi1‖Ln(U) + ‖c1‖Ln
2 (U)

) < ε

n∑
j=1

(‖bi1‖L∞(U) + ‖c1‖L∞(U)) < K(ε)

By the same estimate in (1) it’s easy to see

B1[u, u] :=

ˆ
U

n∑
i,j=1

(aijuxj )uxi +
n∑

i=1

bi1uxiu+ c1u
2dx

≥ θ‖Du‖2L2(U) − εC(n,U)‖u‖2H1
0 (U)

And by Young’s inequality

B2[u, u] :=

ˆ
U

n∑
i=1

bi2uxiu+ c2u
2dx

≥ −C(n)K(ε)

ˆ
U
|Du‖u|+ u2dx

≥ −θ

4
‖Du‖2L2(U) − C(n)K(ε)(

C(n)K(ε)

θ
+ 1)‖u‖2L2(U)

Choose ε such that εC(n,U) = θ
4 and set

µ =
θ

4
+ C(n)K(ε)(

C(n)K(ε)

θ
+ 1)

then we have

B[u, u] = B1[u, u] +B2[u, u] ≥
θ

2
‖Du‖2L2(U) − µ‖u‖2L2(U)

□

6.4. Fredholm alternative. Now we’re going to use Fredholm theory for
compact operator to glean more detailed information regarding the solv-
ablity of second-order elliptic PDE. The Fredholm alternative theorem in a
Hilbert space is stated as follows:

Theorem 6.4.1 (Fredholm alternative theorem). Let H be a Hilbert space,
K : H → H is a compact operator with adjoint operator K∗, then
1. Precisely one of the following statements holds:

(a) For all f ∈ H, u−Ku = f has unique solution in H;
(b) u−Ku = 0 has non-zero solution in H.

2. dimker(I −K) = dimker(I −K∗), where I is identity operator;
3. For all f ∈ H, u −Ku = f has solution in H if and only if f ∈ ker(I −

K∗)⊥.
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Now we are going to consider Dirichlet problem (5.3) by Fredholm alter-
native theorem. The process is divided into three parts.

Step one: The adjoint operator of L. Recall the adjoint operator of
L, denoted by L∗ is defined as

〈Lu, v〉 = 〈u, L∗v〉
where u, v ∈ H1

0 (U). To be explicit, we have

〈Lu, v〉 =
ˆ
U

n∑
i,j=1

(aijuxj )vxi +
n∑

i=1

biuxiv + cuvdx

(1)
=

ˆ
U

n∑
i,j=1

(aijvxj )uxi −
n∑

i=1

bivxiu+ (c−
n∑

i=1

bixi
)vudx

where (1) holds from integration by parts. Thus adjoint operator L∗ can be
written explicitly as

L∗v = −
n∑

i,j=1

(aijvxj )xi −
n∑

i=1

bivxi + (c−
n∑

i=1

bixi
)v

Step two: The equivalent expression of Lu = f . Let H = H−1(U)
and Lµu = Lu + µu, by Theorem 6.3.1 we can choose µ > µ such that for
all f ∈ H, Lµu = f has unique solution in H1

0 (U), that is there exists
L−1
µ : H → H1

0 ⊂ H

So the following statements are equivalent:
1. Lu = f has unique solution in H1

0 (U);
2. Lµu = f + µu has unique solution in H1

0 (U);
3. u = L−1

µ (f + µu) has unique solution in H1
0 (U);

4. u−Ku = h has unique solution in H1
0 (U), where

K = µL−1
µ , h = L−1

µ f =
1

µ
Kf ∈ H1

0

Step three: K is a compact operator.
Step four: Conclusion. Apply Fredholm alternative to H = H−1(U)

and K defined in step two.
1. Precisely one of the following statements holds:

(a) For all u ∈ H−1(U), u − Ku = h has unique solution in H, which
is equivalent to for all f ∈ H−1(U), Lu = f has unique solution in
H1

0 (U) by step two;
(b) u−Ku = 0 has non-zero solution in H, which is equivalent to Lu = 0

has non-zero solution in H1
0 (U).

2. dimker(I − K) = dimker(I − K∗), where I is identity operator. By
definition we have

ker(I −K) = {u ∈ H1
0 (U) | Lu = 0}

ker(I −K∗) = {u ∈ H1
0 (U) | L∗u = 0}
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3. For all f ∈ H, the following statements are equivalent:
(a) Lu = f has solution in H1

0 (U);
(b) u−Ku = h, where h is defined as step two, has solution in H;
(c) h ∈ ker(I −K∗)⊥, this holds from Fredholm alternative;
(d) 〈h, v〉 = 0 for all v ∈ ker(I −K∗). Furthermore,

〈h, v〉 = 〈 1
µ
Kf, v〉 = 1

µ
〈f,K∗v〉 = 1

µ
〈f, v〉 = 1

µ

ˆ
U
fvdx

where the last equality holds only if f ∈ L2(U).
All in all, we have proven:

Theorem 6.4.2. Let U be an open bounded subset of Rn, n ≥ 3 with C1

boundary, L is a uniformly elliptic operator with coefficients satisfying (6.1).
Then
1. Precisely one of the following statements holds:

(a) For all f ∈ H−1(U), Lu = f has unique weak solution in H1
0 (U);

(b) Lu = 0 has non-zero weak solution in H1
0 (U).

2. dim({u ∈ H1
0 (U) | Lu = 0}) = dim({u ∈ H1

0 (U) | L∗u = 0}) < ∞;
3. For all f ∈ L2(U), Lu = f has unique weak solution in H1

0 (U) if and only
if ˆ

U
fvdx = 0

for all v ∈ {u ∈ H1
0 (U) | L∗u = 0}.
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7. Regularity

In this section, we’re going to deal with regularity of weak solutions of
Dirichlet problem (5.3).

7.1. Interior regularity.

Theorem 7.1.1 (Interior H2-regularity). Assume
1. aij ∈ C1(U), bi, c ∈ L∞(U);
2. f ∈ L2(U).
Suppose u ∈ H1(U) is a weak solution of

Lu = f in U

Then u ∈ H2
loc(U) and for each V ⋐ U we have

‖u‖H2(V ) ≤ C(L,U, V )(‖f‖L2(U) + ‖u‖L2(U))

where C(L,U, V ) is a constant depending only on U, V and coefficients of
L.

Remark 7.1.1. Note here we do not require u ∈ H1
0 (U), since we’re doing

interior estimate, and we don’t require boundary-value.

Proof. Fix any open set V ⋐ U and choose an open set W such that V ⋐
W ⋐ U . Then select a smooth function ξ satisfying

ξ ≡ 1 on V

ξ ≡ 0 on Rn −W

0 ≤ ξ ≤ 1

Such ξ is called a cutoff function. Its purpose in the subsequent calculations
will be to restrict all expression to the subset W , which is a positive distance
away from ∂U . This is necessary as we have no information concerning the
behavior of u near ∂U .

Now assume u is a weak solution, that is we have B[u, v] = (f, v) for all
v ∈ H1

0 (U). Consequently,
n∑
i,j

ˆ
U
aijuxivxjdx︸ ︷︷ ︸

denoted by A

=

ˆ
U
f̃vdx︸ ︷︷ ︸

denoted by B

where

f̃ := f −
n∑

i=1

biuxi − cu

Now let’s take v := −D−h
k (ξ2Dh

ku) to estimate A and B.
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1. Estimate of A: We have

A =−
n∑

i,j=1

ˆ
U
aijuxi [D

−h
k (ξ2Dh

ku)]xjdx

=

n∑
i,j=1

ˆ
U
Dh

k (a
ijuxi)(ξ

2Dh
ku)xjdx

=
n∑

i,j=1

ˆ
U
aij,h(Dh

kuxi)(ξ
2Dh

ku)xj + (Dh
ka

ij)uxi(ξ
2Dh

ku)xj

=
n∑

i,j=1

ˆ
U
aij,hDh

kuxiD
h
kuxjξ

2dx︸ ︷︷ ︸
denoted by A1

+

n∑
i,j=1

ˆ
U
{aij,hDh

kuxiD
k
hu2ξξxj + (Dh

ka
ijuxiD

h
kuxjξ

2 + (Dh
ka

ij)uxiD
h
ku2ξξxj}dx︸ ︷︷ ︸

denoted by A2

The uniformly elliptic condition implies

A1 ≥ θ

ˆ
U
ξ2|Dh

kDu|2dx

2.

Thus we haveˆ
V
|Dh

kDu|2dx ≤
ˆ
U
ξ2|D2

kDu|2dx ≤ C

ˆ
U
f2 + u2 + |Du|2dx

for k = 1, 2, . . . , n and all sufficiently small |h| 6= 0. Thus by Theorem we
deduce Du ∈ H1

loc(U) and thus u ∈ H2
loc(U) with estimate

‖u‖H2(V ) ≤ C(‖f‖L2(U) + ‖u‖H1(U))

□
Theorem 7.1.2 (Higher interior regularity). For a non-negative integer m,
we assume
1. aij , bi, c ∈ Cm+1(U);
2. f ∈ Hm(U).
Suppose u ∈ H1(U) is a weak solution of Lu = f in U , then u ∈ Hm+2

loc (U)
and for each V ⋐ U we have

‖u‖Hm+2(V ) ≤ C(m,L,U, V )(‖f‖Hm(U) + ‖u‖L2(U))

where C(m,L,U, V ) is a constant depending only on m,U, V and coefficients
of L.

Theorem 7.1.3 (Infinite differentiability in the interior). Assume
1. aij , bi, c ∈ C∞(U);
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2. f ∈ C∞(U).
Suppose u ∈ H1(U) is a weak solution of Lu = f in U , then u ∈ C∞(U).

Proof. Thanks to higher interior regularity, one has u ∈ Hm
loc for each pos-

itive integer m. Hence by general Sobolev inequalities, one has u ∈ Ck(U)
for all k ≥ [n2 ] + 1. In particular, u is smooth. □
7.2. Boundary regularity.
Theorem 7.2.1 (Boundary H2-regularity). Assume
1. aij ∈ C1(U), bi, c ∈ L∞(U);
2. f ∈ L2(U);
3. ∂U is C2.
Suppose u ∈ H1

0 (U) is a weak solution of{
Lu = f in U

u = 0 on ∂U

Then u ∈ H2(U) with estimate
‖u‖H2(U) ≤ C(L,U)(‖f‖L2(U) + ‖u‖L2(U))

where C(L,U) is a constant depending only on U and coefficients of L.

Theorem 7.2.2 (Higher boundary regularity). Assume
1. aij , bi, c ∈ Cm+1(U);
2. f ∈ Hm(U);
3. ∂U is Cm+2.
Suppose u ∈ H1

0 (U) is a weak solution of{
Lu = f in U

u = 0 on ∂U

Then u ∈ Hm+2(U) with estimate
‖u‖Hm+2(U) ≤ C(m,L,U)(‖f‖Hm(U) + ‖u‖L2(U))

where C(m,L,U) is a constant depending only on m,U and coefficients of
L.

Theorem 7.2.3 (Infinite differentiability in the interior). Assume
1. aij , bi, c ∈ C∞(U);
2. f ∈ C∞(U);
3. ∂U is C∞.
Suppose u ∈ H1

0 (U) is a weak solution of{
Lu = f in U

u = 0 on ∂U

then u ∈ C∞(U).
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8. Maximum priciples

In this section we consider the maximum priciple for second-order elliptic
partial differential equations in non-divergence form, that is

Lu = −
n∑

i,j=1

aijuxixj +

n∑
i=1

biuxi + cu

where coefficients are continous.
Maximum priciple methods based on the observation that if a C2 function

u attains its maximum over an open set U at a point x0 ∈ U , then

Du(x0) = 0

D2u(x0) ≤ 0

Deductions based on above facts are consequently called “pointwise” in lit-
erature, and thus utterly different from the integral-based energy estimate.

8.1. Weak maximum priciple.

Theorem 8.1.1 (weak maximum priciple). Assume u ∈ C2(U)∩C(U) and
c ≡ 0 in U .
1. If Lu ≤ 0 in U , then

max
U

u = max
∂U

u

2. If Lu ≥ 0 in U , then
min
U

u = min
∂U

u

Remark 8.1.1. A function satisfies Lu ≤ 0 is called a subsolution, and is
called supersolution if Lu ≥ 0.

Proof. It suffices to prove (1), since if Lu ≥ 0, then L(−u) ≤ 0, then apply
(1) to conclude.

Let’s first suppose we have the strict inequality

Lu < 0

in U and there exists a point x0 ∈ U with u(x0) = maxU u. Now at this
point we have

Du(x0) = 0

D2u(x0) ≤ 0

Since A = (aij(x0)) is symmetric and positive definite, there exists an or-
thogonal matrix O = (oij) such that

OAOT = diag{d1, . . . , dn}
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where dk > 0 for all k = 1, . . . , n. Write y = x0 +O(x− x0), then x− x0 =
OT (y − x0), so

uxi =

n∑
k=1

uykoki

uxixj =

n∑
k,l=1

uykylokiolj

Hence at point x0 one has
n∑

i,j=1

aijuxixj =

n∑
k,l=1

n∑
i,j=1

aijuykylokiolj

=
n∑

k=1

dkuykyk

≤ 0,

since dk > 0 and D2u(x0) ≤ 0. Thus we have

Lu = −
n∑

i,j=1

aijuxixj +

n∑
i=1

biuxi ≥ 0

holds at point x0. A contradiction.
In general case, consider

uε(x) := u(x) + εeλx1

where λ > 0 is to be selected. Then
Luε = Lu+ εL(eλx1)

≤ εeλx1(−λ2a11 + λb1)

≤ εeλx1(−λθ‖b‖L∞(U)λ)

< 0

provided λ is sufficiently large. According to previous case one has

max
U

uε = max
∂U

uε

Then let ε → 0 to conclude. □

Theorem 8.1.2 (weak maximum priciple). Assume u ∈ C2(U)∩C(U) and
c ≥ 0 in U .
1. If Lu ≤ 0 in U , then

max
U

u ≤ max
∂U

u+

2. If Lu ≥ 0 in U , then
min
U

u ≥ −max
∂U

u−
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8.2. Strong maximum priciple. Now let’s strengthen the foregoing as-
sertions, that is a subsolution u can’t attain its maximum at an interior
point of a connected region at all, unless u is constant. This is called strong
maximum priciple, which depends on the following subtle lemma.

Lemma 8.2.1 (Hopf’s lemma). Assume u ∈ C2(U)∩C1(U) and Lu ≤ 0 in
U . If there exists a point x0 ∈ ∂U such that

u(x0) > u(x)

for all x ∈ U , and there exists an open ball B ⊂ U with x0 ∈ ∂B. Then
1. If c ≡ 0, then

∂u

∂ν
(x0) > 0

where ν is the outer unit normal to B at x0.
2. If c ≥ 0, the same conclusion holds if u(x0) ≥ 0.

Theorem 8.2.1 (strong maximum priciple). Assume u ∈ C2(U) ∩ C(U)
and c ≡ 0 in U , and we assume U is connected.
1. If Lu ≤ 0 in U , and u attains its maximum over U at an interior point,

then u is constant in U ;
2. If Lu ≥ 0 in U , and u attains its minimum over U at an interior point,

then u is constant in U .

8.3. Harnack’s inequality. Harnack’s inequality states that the values of
a non-negative solution are comparable, at least in any subregion away from
the boundary.

Theorem 8.3.1. Assume u ≥ 0 is a C2 solution of Lu = 0 in U , and suppose
V ⋐ U is connected. Then there exists a constant C(L, V ) depending only
on L, V such that

sup
V

u ≤ C(L, V ) inf
V

u
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Part 3. Linear evolution equations
9. Second-order parabolic equations

Second-order parabolic equations are natural generalizations of the heat
equation. In this section we will study the existence and uniqueness of
appropriately defined weak solutions, their smoothness and other properties.

In this section we assume U to be open, bounded subset of Rn and UT =
U × (0, T ] for some fixed time T > 0 with boundary ΓT .

9.1. Definitions. We will first study the following initial/boundary-value
problem

(9.1)


ut + Lu = f in UT

u = 0 on ∂U × [0, T ]

u = g on U × {t = 0},

where f : UT → R and g : U → R are given and u(x, t) : UT → R is
the unknown. The letter L denotes for each time t a second-order partial
differential operator, having either the divergence form

Lu = −
n∑

i,j=1

(aij(x, t)uxi)xj +
n∑

i=1

bi(x, t)uxi + c(x, t)u

or else the non-divergence form

Lu = −
n∑

i,j=1

aij(x, t)uxixj +
n∑

i=1

bi(x, t)uxi + c(x, t)u

for given coefficients aij , bi, c. Similarly, we also assume L satisfies the fol-
lowing property.

Definition 9.1.1 (uniformly parabolic). The partial differential operator
∂t + L is uniformly parabolic if there exists a constant θ > 0 such that

n∑
i,j=1

aij(x, t)ξiξj ≥ θ|ξ|2

for all (x, t) ∈ UT , ξ ∈ Rn.

Example 9.1.1. If aij = δij , b
i = c = f = 0, in which case L = −∆, then

utt + Lu = 0 becomes the heat equation.

9.2. Motivation and definition of weak solutions. Mimicking the de-
velopments for elliptic equations, we assume L has the divergence form and
we also assume

aij , bi, c ∈ L∞ (UT ) (i, j = 1, . . . , n)

f ∈ L2 (UT )

g ∈ L2(U)



PARTIAL DIFFERENTIAL EQUATION 41

for convenience. Firstly let’s define the following time-dependent bilinear
form

B[u, v; t] :=

ˆ
U

n∑
i,j=1

aij(-, t)uxivxj +
n∑

i=1

bi(-, t)uxiv + c(-, t)uvdx

for u, v ∈ H1
0 (U) and 0 ≤ t ≤ T .

Remark 9.2.1 (motivation for definition of weak solution). Suppose u(x, t)
is a smooth solution of (9.1) and defining the associated mapping
1. u : [0, T ] → H1

0 (U), given by [u(t)](x) := u(x, t);
2. u′ : [0, T ] → H1

0 (U), given by [u′(t)](x) := ut(x, t);
3. f : [0, T ] → L2(U), given by [f(t)](x) := f(x, t).
Now fix any function v ∈ H1

0 (U), multiply the equation ut + Lu = f by v
and integrate by parts, one obtain

(u′, v) +B[u, v; t] = (f, v)

To be explicit, for each 0 ≤ t ≤ T , one has

(ut, v) =

ˆ
U
g0v +

n∑
i=1

givxidx

where g0 := f −
∑n

i=1 b
iuxi − cu and gj :=

∑n
i=1 a

ijuxi . According to
Theorem 4.3.1, for each 0 ≤ t ≤ T , one has ut ∈ H−1(U) with

‖ut‖H−1(U) ≤ (
n∑

j=0

‖gj‖2L2(U))
1
2 ≤ C(‖u‖H1

0 (U) + ‖f‖L2(U)) < ∞

This motivate us to find weak solution with u′ ∈ L2([0, T ];H−1(U)).

Definition 9.2.1. A function u ∈ L2([0, T ];H1
0 (U)) with u′ ∈ L2([0, T ];H−1(U))

is called a weak solution of (9.1) if
1.

〈u′, v〉+B[u, v; t] = (f, v)
for each v ∈ H1

0 (U) and a.e. 0 ≤ t ≤ T ;
2.

u(0) = g

Remark 9.2.2. Thanks to Theorem 4.3.2, u(0) = g makes sense.

9.3. Unique existence of weak solution. We intend to build a weak
solution of the parabolic problem (9.1) by first constructing solutions of
certain finite dimensional approximations and then passing to limits. This
is called Galerkin’s method.

To be explicit, assume wk, k = 1, . . . are smooth and {wk}∞k=1 is an or-
thogonal basis of H1

0 (U) and L2(U).
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Theorem 9.3.1. For each positive integer m, there exists a unique um of
the form

um(t) :=
m∑
k=1

dkm(t)wk

such that
1. dkm(0) = (g, wk), k = 1, . . .m;
2. (u′

m, wk) +B[um, wk; t] = (f, wk) for 0 ≤ t ≤ T and k = 1, . . . ,m.

Proof. Note that
(u′

m, wk) = (dkm)′(t)

B[um, wk; t] =
m∑
l=1

ekldlm(t)

where ekl = B[wl, wk; t]. Then we can write (2) as

(dkm)′(t) +
m∑
l=1

ekl(t)dlm(t) = fk(t)

where fk(t) = (f(t), wk). It’s a linear system of ODE with initial conditions.
According to standard existence theory of ODE, this completes the proof.

□
We propose now to send m to infinity and to show a subsequnce of our

solutions um converges to a weak solution of (9.1). For this we need some
uniform estimate.

Theorem 9.3.2 (energy estimate). There exists a constant C(U, T, L) such
that
max
0≤t≤T

‖um(t)‖L2(U)+‖um‖L2([0,T ];H1
0 (U))+‖u′

m‖L2([0,T ];H−1(U)) ≤ C(U, T, L)(‖f‖L2([0,T ];L2(U))+‖g‖L2(U))

Proof. Step one: Note that we have (u′
m, wk) + B[um, wk; t] = (f, wk) for

0 ≤ t ≤ T and 1 ≤ k ≤ m, multiply this equation by dkm(t) and take
sumation for k = 1, . . . ,m, one has

(u′
m,um) +B[um,um; t] = (f,um)

holds for 0 ≤ t ≤ T . By Remark 6.2.1, there exists constant β > 0, γ ≥ 0
such that

β‖um‖2H1
0 (U) ≤ B[um,um; t] + γ‖um‖2L2(U)

holds for 0 ≤ t ≤ T and m ≥ 1. Furthermore, note that
1. |(f,um)| ≤ 1

2‖f‖2L2(U) +
1
2‖um‖2L2(U);

2. (u′
m,um) = d

dt(
1
2‖um‖2L2(U)).

Then

(9.2) d

dt
(‖um‖2L2(U)) + 2β‖um‖2H1

0 (U) ≤ C1‖um‖2L2(U) + C2‖f‖2L2(U)

holds for 0 ≤ t ≤ T and appropriate constants C1 and C2.
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Step two: Now set
η(t) := ‖um(t)‖2L2(U)

ξ(t) := ‖f(t)‖2L2(U)

Then (9.2) implies
η′(t) ≤ C1η(t) + C2ξ(t)

holds for a.e. 0 ≤ t ≤ T . Thus by Gronwall’s inequality one has

η(t) ≤ eC1t(η(0) + C2

ˆ t

0
ξ(s)ds)

where 0 ≤ t ≤ T . Note that η(0) = ‖um(0)‖2L2(U) ≤ ‖g‖2L2(U), then

max
0≤t≤T

‖um‖2L2(U) ≤ C(‖g‖L2(U))
2 + ‖f‖2L2([0,T ];L2(U))

Step three: Integrate (9.2) from 0 to T and employ the inequality ob-
tained in Step two, one has

‖um‖2L2([0,T ];H1
0 (U)) =

ˆ T

0
‖um‖2H1

0 (U)dt

≤ C(‖g‖2L2(U) + ‖f‖2L2([0,T ];L2(U)))

Step four: Fix any v ∈ H1
0 (U) with ‖v‖H1

0 (U) ≤ 1, and write v = v1+v2,
where v1 ∈ span{wk}mk=1 and (v2, wk) = 0 for all 1 ≤ k ≤ m. Furthermore,
‖v1‖H1

0 (U) ≤ ‖v‖H1
0 (U) ≤ 1, since {wk}∞k=0 are orthogonal in H1

0 (U). □

Holding this estimate, we are going to pass to limits as m → ∞ to build
a weak solution of (9.1). Before that, we need the following lemma.

Lemma 9.3.1. Suppose{
um ⇀ u in L2([0, T ];H1

0 (U))

u′
m ⇀ v in L2([0, T ];H−1(U))

Then v = u′.

Theorem 9.3.3 (existence of weak solution). There exists a weak solution
of (9.1)

Proof. Step one: According to energy estimate, we find the sequence {um}∞m=1

is bounded in L2([0, T ];H1
0 (U)) and {u′

m}∞m=1 is bounded in L2([0, T ];H−1(U)).
Consequently there exists a subsequnce {uml

}∞l=1 and a function u ∈ L2([0, T ];H1
0 (U))

with u′ ∈ L2([0, T ];H−1(U)) such that{
um ⇀ u in L2([0, T ];H1

0 (U))

u′
m ⇀ u′ in L2([0, T ];H−1(U))
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Step two: Fix an integer N and choose a function v ∈ C1([0, T ];H1
0 (U))

having the form

(9.3) v(t) =
N∑
k=1

dk(t)wk

where dk(t) are given smooth functions. Choose m ≥ N and multiply the
following equality

(u′
m, wk) +B[um, wk; t] = (f, wk)

by dk(t), sum k = 1, . . . , N , and then integrate with respect to t to get

(9.4)
ˆ T

0
〈u′

m,v〉+B[um,v; t]dt =
ˆ T

0
(f,v)dt

Take m = ml and pass to weak limits we have

(9.5)
ˆ T

0
〈u′,v〉+B[u,v; t]dt =

ˆ T

0
(f,v)dt

This equality holds for all v ∈ L2([0, T ];H1
0 (U)), as functions of the form

(9.3) are dense in this space. Hence in particular
(9.6) 〈u′, v〉+B[u, v; t] = (f, v)
for each v ∈ H1

0 (U) and a.e. 0 ≤ t ≤ T .
Step three: In order to prove u(0) = g, firstly note that from (9.5),

integration by parts implies

(9.7)
ˆ T

0
−〈v′,u〉+B[u,v; t]dt =

ˆ T

0
(f,v)dt+ (u(0),v(0))

for each v ∈ C1([0, T ];H1
0 (U)) with v(T ) = 0; Similarly from (9.4) integra-

tion by parts shows

(9.8)
ˆ T

0
−〈v′,um〉+B[um,v; t]dt =

ˆ T

0
(f,v)dt+ (um(0),v(0))

Set m = ml and pass to weak limits we haveˆ T

0
−〈v′,u〉+B[u,v; t]dt =

ˆ T

0
(f,v)dt+ (g,v(0))

As v(0) is arbitrary, together (9.7) and (9.8) we can conclude u(0) = g. □
Theorem 9.3.4 (uniqueness of weak solution). A weak solution of (9.1) is
unique.

Proof. It suffices to check that the only weak solution of (9.1) with f ≡ g ≡ 0
is u ≡ 0. □

9.4. Regularity. In this section we discuss the regularity of weak solution
u of (9.1). Our eventual goal is to prove that u is smooth, if the coefficients
of the PDE, the boundary of the domain, etc. are smooth.
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9.5. Maximum principles. In this section, we will establish maximum
priciples of second-order parabolic equation in non-divergence form

Lu = −
n∑

i,j=1

aijuxixj +
n∑

i=1

biuxi + cu

where aij , bi, c are continous. The conclusions are quite similar to what we
have established in the setting of elliptic equations.

Notation 9.5.1.
C2
1 (UT ) = {u : UT → R | u,Dxu,D

2
xu, ut ∈ C(UT )}

Theorem 9.5.1 (weak maximum priciple). Assume u ∈ C2
1 (UT ) ∩ C(UT )

and c ≡ 0 in UT .
1. If ut + Lu ≤ 0 in UT , then

max
UT

= max
ΓT

u

2. If ut + Lu ≥ 0 in UT , then
min
UT

= min
ΓT

u

Theorem 9.5.2 (weak maximum priciple). Assume u ∈ C2
1 (UT ) ∩ C(UT )

and c ≥ 0 in UT .
1. If ut + Lu ≤ 0 in UT , then

max
UT

= max
ΓT

u+

2. If ut + Lu ≥ 0 in UT , then
min
UT

= −max
ΓT

u−

Theorem 9.5.3 (parabolic Harnack’s inequality). Assume u ∈ C1
1 (UT ) with

u ≥ 0 solves ut +Lu = 0 in UT , and suppose V ⋐ U is connected. Then for
each 0 < t1 < t2 ≤ T , there exists a constant C(L, V, t1, t2) depending only
on L, V, t1 and t2 such that

sup
V

u(-, t1) ≤ C inf
V

u(-, t2)

Theorem 9.5.4 (strong maximum priciple). Assume u ∈ C2
1 (UT )∩C(UT )

and c ≡ 0 in UT , and we assume suppose U is connected.
1. If ut + Lu ≤ 0 in UT , and u attains its maximum over UT at a point

(x0, t0) ∈ UT , then u is constant on Ut0 ;
2. If ut + Lu ≥ 0 in UT , and u attains its minimum over UT at a point

(x0, t0) ∈ UT , then u is constant on Ut0 .

Theorem 9.5.5 (strong maximum priciple). Assume u ∈ C2
1 (UT )∩C(UT )

and c ≥ 0 in UT , and we assume suppose U is connected.
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1. If ut +Lu ≤ 0 in UT , and u attains a non-negative maximum over UT at
a point (x0, t0) ∈ UT , then u is constant on Ut0 ;

2. If ut + Lu ≥ 0 in UT , and u attains a non-positive minimum over UT at
a point (x0, t0) ∈ UT , then u is constant on Ut0 .
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Part 4. Appendix
Appendix A. Lp space

Let U be an open subset of Rn.

A.1. First properties.

Definition A.1.1. For a measurable function f : U → Rn, if f satisfiesˆ
U
|f |pdx < ∞

then f is called p-th power integrable function, The set of all p-th power
integrable functions on U is denoted by Lp(U).

Definition A.1.2 (locally integrable). For a measurable function f : U →
Rn, if f satisfies ˆ

K
|f |dx < +∞

for all K ⋐ U , then f is called locally integrable. The set of all locally
integrable functions on U is denoted by L1

loc(U).

Remark A.1.1. By the same way we can define Lp
loc(U). However it must be

contained in L1
loc(U). Indeed, take f ∈ Lp

loc(U), then for arbitrary K ⋐ U
we have ˆ

K
|f |dx ≤ (

ˆ
K
|f |pdx)

1
p (

ˆ
K
dx)

1
q

< ∞
where q such that 1/p + 1/q = 1. In particular, since Lp(U) ⊂ Lp

loc(U), we
have

Lp(U) ⊂ L1
loc(U)

for 1 ≤ p ≤ ∞.

A.2. Convergence theorems.

Theorem A.2.1 (bounded convergence theorem). Suppose that {fn} is
a sequence of measure functions that are all bounded by constant M , are
supported on a set E of finite measure, and fn(x) → f(x) a.e. x as n → ∞.
Then f is measurable, bounded, supported in E for a.e. x, and

lim
n→∞

ˆ
|fn − f | = 0

In particular,
lim
n→∞

ˆ
fn =

ˆ
f

Lemma A.2.1 (Fatou). Suppose {fn} is a sequence of measure functions
with fn ≥ 0. If limn→∞ fn(x) = f(x) for a.e. x, thenˆ

f ≤ lim inf
n→∞

ˆ
fn
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Theorem A.2.2 (monotone convergence theorem). Suppose {fn} is a in-
creasing sequence of non-negative measurable function with fn → f a.e. x,
then

lim
n→∞

ˆ
fn =

ˆ
f

Theorem A.2.3 (dominant convergence theorem). Suppose {fn} a se-
quence of measurable functions such that fn(x) → f(x) a.e. x. If |fn(x)| ≤
g(x), where g is integrable, then

lim
n→∞

|fn − f | = 0

In particular,
lim
n→∞

ˆ
fn =

ˆ
f

A.3. Fubini theorem.
Theorem A.3.1 (Fubini theorem). Suppose f(x, y) is integrable on Rd1 ×
Rd2 . Then for almost every y ∈ Rd2 :
1. The slice fy is integrable on Rd1 ;
2. The function defined by

´
Rd1 f

y(x)dx is integrable on Rd2 ;
3. Furthermore, ˆ

Rd2

(

ˆ
Rd1

f(x, y)dx)dy =

ˆ
Rd1×Rd2

f

Theorem A.3.2 (Tonelli theorem). Suppose f(x, y) is a non-negative mea-
surable function on Rd1 × Rd2 . Then for almost every y ∈ Rd2 :
1. The slice fy is integrable on Rd1 ;
2. The function defined by

´
Rd1 f

y(x)dx is integrable on Rd2 ;
3. Furthermore, ˆ

Rd2

(

ˆ
Rd1

f(x, y)dx)dy =

ˆ
Rd1×Rd2

f

Remark A.3.1. In practice, Tonelli theorem is often used in conjunction with
Fubini’s theorem. Indeed, suppose we are given a measurable function f on
Rd and asked to compute

´
Rd f . To justify the use of iterated integration,

we first apply Tonelli theorem to |f |. Using it we can freely compute or
estimate the iterated integrals of |f |. If we can show it’s finite, thus f is
integrable so we can use Fubini’s theorem.
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Appendix B. Hölder space

Let U be a bounded, open subset of Rn.

B.1. Space C0,γ(U).

Definition B.1.1. Let 0 < γ ≤ 1. Then C0,γ(U) is the subset of C(U)
consisting of u such that

[u]C0,γ(U) := sup{|u(x)− u(y)|
|x− y|γ

: x, y ∈ U, x 6= y} < 0

where [u]C0,γ(U) is called Hölder seminorm.

Definition B.1.2. For u ∈ C0,γ(U), its norm is defined as

‖u‖C0,γ(U) := ‖u‖L∞(U) + [u]C0,γ(U)

called γ-th Hölder norm.

Proposition B.1.1. Suppose 0 < γ ≤ 1, then C0,γ(U) is a Banach space.

Proof. Let {un} be a Cauchy sequence of C0,γ(U), then it’s also a Cauchy
sequence of C(U). Hence by completeness of C(U), there exists u ∈ C(U)
such that u = limn→∞ un in C(U), that is un uniformly converges to u. Now
we’re going to show u ∈ C0,γ(U) and un converges to u in C0,γ(U).

Since Cauchy sequence is bounded, then there exists M > 0 such that
‖un‖C0,γ(U) ≤ M for all n ∈ N. Hence for any x, y ∈ U with x 6= y

|u(x)− u(y)|
|x− y|γ

= lim
n→∞

|un(x)− un(y)|
|x− y|γ

≤ M

which implies u ∈ C0,γ(U).
In order to show desired convergence, fix ε > 0 and choose N such that

‖um − un‖C0,γ(U) < ε if m,n ≥ N . Then for any x, y ∈ U with x 6= y

|(u(x)− un(x))− (u(y)− un(y))|
|x− y|γ

= lim
n→∞

|(um(x)− un(x))− (um(y)− un(y))|
|x− y|γ

≤ lim sup
m→∞

[um − un]C0,γ(U)

≤ ε

provided n ≥ N . Thus [u−um]C0,γ(U) ≤ ε. Since ε is chosen arbitrarily and
we already have uniform convenience, this shows un → u in C0,γ(U). □

Proposition B.1.2. Let 0 < α < β ≤ 1 and u ∈ C0,β(U), then

[u]C0,α(U) ≤ [u]C0,β(U)

In particular, we have C0,β(U) ⊂ C0,α(U)
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Proof. For any x, y ∈ U with x 6= y, just note that
|u(x)− u(y)| ≤ [u]C0,β(U)|x− y|β

≤ [u]C0,β(U)|x− y|β−α|x− y|α

≤ [u]C0,β(U)(diamU)β−α|x− y|α

□
Proposition B.1.3. If U is convex, then C1(U) ⊂ C0,1(U).

Proof. For u ∈ C1(U), it suffices to show [u]C0,1(U) < ∞. Note that for
arbitrary x, y ∈ U , one has

|u(x)− u(y)|
|x− y|

= |Du(c)|

for some c ∈ U , since U is convex, we can use mean value theorem. Thus
we have

|u(x)− u(y)|
|x− y|

≤ ‖Du‖C(U) < ∞

Taking a supremum we obtain the desired result. □
B.2. Space Ck,γ(U).

Definition B.2.1. Let 0 < γ ≤ 1. Then Ck,γ(U) is the subset of Ck(U)
consisting of u such that the following norm

‖u‖Ck,γ(U) :=
∑
|α|≤k

‖Dαu‖C(U) +
∑
|α|≤k

[Dαu]C0,γ(U)

is finite.

Proposition B.2.1. Suppose 0 < γ ≤ 1, then Ck,γ(U) is a Banach space.

Proposition B.2.2. We have the following inclusions:
1. For 0 < α < β ≤ 1, Ck,β(U) ⊂ Ck,α(U);
2. If U is convex, then Ck+1(U) ⊂ Ck,1(U).
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Appendix C. Approximation

C.1. Convolution in Rn. For two functions f, g on Rn, we can formally
define

(f ∗ g)(x) :=
ˆ
Rn

f(x− y)g(y)dy

which is called convolution of f and g. If such integral exists, there are some
basic properties:
1. f ∗ g = g ∗ f ;
2. (f ∗ g) ∗ h = f ∗ (g ∗ h);
3. supp(f ∗ g) ⊂ supp(f) + supp(g).
Let’s see some cases in which f ∗ g(x) is well defined for almost all x.

Theorem C.1.1. If f, g ∈ L1(Rn). Then for almost all x, the function
f(x− y)g(y) is integrate in y, andˆ

Rn

|f ∗ g(x)|dx ≤ ‖f‖L1(Rn)‖g‖L1(Rn)

Proof. Note that f(x− y)g(y) is measurable on R2n, and by Tonnelli theo-
rem: ˆ

R2n

|f(x− y)g(y)|dxdy =

ˆ
(

ˆ
|f(x− y)||g(y)|dx)dy

= (

ˆ
|f(x)|dx)(

ˆ
|g(y)|dy)

< ∞

Then by Fubini theorem, f(x − y)g(y) is integrable in y for almost all x,
that is f ∗ g(x) is defined for almost all x ∈ Rn. Furthermore,ˆ

|f ∗ g(x)|dx =

ˆ
|
ˆ

f(x− y)g(y)dy|dx

≤
ˆ ˆ

|f(x− y)||g(y)|dydx

= ‖f‖L1(Rn)‖g‖L1(Rn)

□

Remark C.1.1. Convolution product turns the Banach space L1(Rn) into a
communicative Banach algebra.

Remark C.1.2. More common usages of convolution: Suppose K(x) ∈ L1(Rn).
Then the linear mapping

f 7→ K ∗ f

is a bounded map on L1(Rn) with operator norm ≤ ‖K‖L1(Rn). Such K is
called a convolution kernel.
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Theorem C.1.2. If K ∈ L1(Rn) and f ∈ Lp(Rn) for some 1 ≤ p ≤ ∞.
Then for almost all x, the function K(x− y)f(y) is p-th power integrate in
y, and

‖K ∗ f‖Lp(Rn) ≤ ‖K‖L1(Rn)‖f‖Lp(Rn)

Proof. For p = ∞, note thatˆ
Rn

|K(x− y)f(y)|dy ≤ ‖f‖L∞(Rn)

ˆ
|K(y)|dy

= ‖f‖L∞(Rn)‖K‖L1(Rn)

< ∞
thus K ∗ f(x) exists for almost all x, and

|
ˆ

K(x− y)f(y)dy| ≤
ˆ

|K(x− y)|dy‖f‖L∞(Rn)

= ‖K‖L1(Rn)‖f‖L∞(Rn)

which implies
‖K ∗ f‖L∞(Rn) ≤ ‖K‖L1(Rn)‖f‖L∞(Rn)

For 1 < p < ∞, and choose q such that 1/p+1/q = 1. By Tonelli theorem,ˆ
|K(x− y)f(y)|pdxdy =

ˆ
(

ˆ
|K(x− y)f(y)|dy)pdx

=

ˆ
(

ˆ
|K(x− y)

1
qK

1
p (x− y)f(y)|dy)pdx

≤ ‖K‖
p
q

L1(Rn)

ˆ
(

ˆ
|K(x− y)fp(y)|dy)dx

= ‖K‖
p
q

L1(Rn)

ˆ
|K(y)|dy

ˆ
|fp(x− y)|dx

= ‖K‖
p
q
+1

L1(Rn)
‖f‖pLp(Rn)

< ∞
Then by Fubini theorem, |K(x− y)f(y)|p is integrable in y for almost all x,
that is f ∗ g(x) ∈ Lp(Rn) is defined for almost all x ∈ Rn. Furthermore,

‖K ∗ f‖pLp(Rn) ≤
ˆ
(

ˆ
|K(x− y)f(y)|dy)pdx

≤
ˆ
(

ˆ
|K(x− y)

1
qK

1
p (x− y)f(y)|dy)pdx

≤ ‖K‖
p
q

L1(Rn)

ˆ ˆ
|K(x− y)fp(y)|dydx

= ‖K‖
p
q

L1(Rn)

ˆ
|K(y)|dy

ˆ
|fp(x− y)|dx

= ‖K‖
p
q
+1

L1(Rn)
‖f‖pLp(Rn)

= (‖K‖L1(Rn)‖f‖Lp(Rn))
p
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□

Remark C.1.3. In fact, more general we have if K ∈ Lp(Rn), f ∈ Lq(Rn) such
that 1/p+1/q ≥ 1, then K∗f ∈ Lr(Rn), where r satisfies 1/p+1/q = 1+1/r,
and

‖K ∗ f‖Lr(Rn) ≤ ‖K‖Lp(Rn)‖f‖Lq(Rn)

C.2. Approximation to the identity.

Definition C.2.1. If K ∈ L1(Rn), define

Kε(x) :=
1

εn
K(

x

ε
)

Remark C.2.1. Here are two remarks about Kε:
1. By change of variables, we haveˆ

Kε(x)dx =
1

εn

ˆ
K(

x

ε
) =

ˆ
K(x)dx

2. If δ > 0, then ˆ
|x|>δ

|Kε(x)|dx =

ˆ
|x|> δ

ε

|K(x)|dx

so for any fixed δ > 0, we have

lim
ε→0

ˆ
|x|>δ

|Kε(x)|dx = 0

Theorem C.2.1 (approximation to the identity). If K ∈ L1(Rn) and´
K(x)dx = 1. For f ∈ Lp(Rn) and 1 ≤ p < ∞, then

lim
ε→0

‖Kε ∗ f − f‖Lp(Rn) = 0

Proof. Note that

‖Kε ∗ f − f‖pLp(Rn) =

ˆ
|
ˆ
{Kε(x− y)f(y)}dy − f(x)|pdx

=

ˆ
|
ˆ
{Kε(y)(f(x− y)− f(x))}dy|pdx

≤
ˆ ˆ

|Kε(y)|p|f(x− y)− f(x)|pdydx

≤ ‖Kε‖
p
q

L1(Rn)

ˆ ˆ
|Kε(y)||f(x− y)− f(x)|pdxdy

Fix η > 0, we can find δ > 0 such thatˆ
|f(x− y)− f(x)|pdx ≤ η

2
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when |y| < δ. Thus we writeˆ ˆ
|Kε(y)||f(x− y)− f(x)|pdydx =

ˆ
|y|<δ

|Kε(y)|
ˆ

|f(x− y)− f(x)|pdxdy

+

ˆ
|y|≥δ

|Kε(y)|
ˆ

|f(x− y)− f(x)|pdxdy

≤ η

2
+ 2‖f‖Lp(Rn)

ˆ
|y|≥δ

Kε(y)dy

Then we can find ε′ such that for any 0 < ε < ε′ we have

2‖f‖Lp(Rn)

ˆ
|y|≥δ

Kε(y)dy <
η

2

Thus for any 0 < ε < ε′, we have

‖Kε ∗ f − f‖pLp(Rn) ≤ η‖Kε‖
p
q

L1(Rn)

This completes the proof. □

C.3. Approximation of Lp(Rn). In this section, we take a special convo-
lution kernel, that is to take K(x) to be some smooth function with compact
support, then we can see some useful results in approximation of Lp.

Definition C.3.1 (mollifier). Define ϕ ∈ C∞
c (Rn) by

ϕ(x) =

{
C exp( 1

|x|2−1
), |x| < 1

0, |x| ≥ 1

where C > 0 such that
´
Rn ϕ(x)dx = 1.

Definition C.3.2 (standard sequence of mollifier). For ε > 0, the standard
sequence of mollifiers on Rn is defined by

ϕε(x) :=
1

εn
ϕ(

x

ε
)

Remark C.3.1. It’s clear
´
Rn ηε(x)dx = 1 and supp(ηε) ⊂ B(0, ε).

Now take our convolution kernel K(x) = ϕ(x) we defined above, for any
f ∈ Lp(Rn) where 1 ≤ p < ∞, we have

lim
ε→0

‖ϕε ∗ f − f‖Lp(Rn) = 0

that is a sequence converging to f in Lp(Rn). Furthermore, we have

Proposition C.3.1. For f ∈ Lp(Rn) with 1 ≤ p ≤ ∞ and ε > 0, ϕε ∗ f ∈
C∞(Rn).

Thus we obtain the first approximation:

Corollary C.3.1. For any 1 ≤ p < ∞, C∞(Rn) is dense in Lp(Rn).

Furthermore, we can do it better:
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Corollary C.3.2. For any 1 ≤ p < ∞, C∞
c (Rn) is dense in Lp(Rn).

Proof. For any f ∈ Lp(Rn), there exists a compact set K ⊂ Rn such that
given arbitrary δ > 0, we haveˆ

Rn−K
|f |pdx <

δ

2

Thus consider fχK ∈ Lp(Rn), with compact support. It’s clear ϕε ∗ fχK

still has compact support, and there exists ε′ such that for any 0 < ε < ε′

we have
‖ϕε ∗ fχK − fχK‖Lp(Rn) <

δ

2
Thus

‖ϕε ∗ fχK − f‖Lp(Rn) ≤ ‖ϕε ∗ fχK − fχK‖Lp(Rn) + ‖fχK − f‖Lp(Rn)

≤ δ

□
Remark C.3.2. Note that this theorem fails for p = ∞, there exists f ∈
L∞(Rn) can not be approximated by any continous function(no matter it’s
compactly supported or not) in L∞-norm. For example, let’s take n = 1
and consider

f(x) =

{
0, x < 0

1, x ≥ 0

Then any continous function with ‖f−g‖L∞ < 1
3 must have g(x) < f(x)+ 1

3

for all x < 0. By continuity, we have g(0) ≤ 1
3 , contradicting g(0) >

f(0)− 1
3 = 2

3 .

Remark C.3.3. There is another way to show C∞
c (Rn) is dense in Lp(Rn):

Firstly you need to use Lusin theorem to show continous functions with
compact support is dense in Lp(Rn), then use convolution to mollifier these
continous functions. All in all, you do need convolution.

C.4. Approximation of Lp
loc(R

n). For any f ∈ Lp
loc(R

n), considerˆ
Rn

|ϕε(x− y)f(y)|pdy =

ˆ
B(0,ε)

|ϕε(y)f(x− y)|pdy

=

ˆ
B(0,1)

|ϕ(z)f(x− εz)|pdz

≤
ˆ
B(0,1)

|f(x− εz)|pdz

< ∞
Thus f ε := ϕε∗f is well defined for almost all x. It’s clear f ε is also a smooth
function, so we desired some density for smooth functions in Lp

loc(R
n), as

what we have done in Lp(Rn).

Theorem C.4.1. For any 1 ≤ p < ∞, C∞(Rn) is dense in Lp
loc(R

n).
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Proof. For f ∈ Lp
loc(R

n), 1 ≤ p < ∞, we claim f ε ∈ C∞(Rn) converges to f
in Lp

loc(R
n). Indeed, for arbitrary compact set V , choose another compact

set W such that V ⊂ W . Then for x ∈ V , we have

|f ε(x)| ≤
ˆ
B(0,1)

ϕ(z)
1− 1

pϕ(z)
1
p |f(x− εz)|dz

= (

ˆ
B(0,1)

ϕ(z)dz)
1− 1

p (

ˆ
B(0,1)

ϕ(z)|f(x− εz)|pdz)
1
p

= (

ˆ
B(0,1)

ϕ(z)|f(x− εz)|pdz)
1
p

Hence for 1 ≤ p < ∞ and sufficiently small ε > 0,ˆ
V
|f ε(x)|pdx =

ˆ
V
(

ˆ
B(0,1)

ϕ(z)|f(x− εz)|pdz)dx

≤
ˆ
B(0,1)

ϕ(z)(

ˆ
V
|f(x− εz)pdx)dz

≤
ˆ
W

|f(y)|pdy

that is ‖f ε‖Lp(V ) ≤ ‖f‖Lp(W ) for sufficiently small ε.
Now fix δ > 0, since f ∈ Lp(W ), there exists g ∈ C(W ) such that

‖f − g‖Lp(W ) ≤
δ

3

which implies

‖f ε − gε‖Lp(V ) ≤
δ

3
Consequently

‖f ε − f‖Lp(V ) ≤ ‖f ε − gε‖Lp(V ) + ‖gε − g‖Lp(V ) + ‖g − f‖Lp(V )

≤ 2δ

3
+ ‖gε − g‖Lp(V )

Since gε → g in Lp(V ), we can find ε′ such that for any 0 < ε < ε′, we have

‖gε − g‖Lp(V ) <
δ

3

This completes the proof. □

Remark C.4.1. Unfortunately, C∞
c (Rn) is not dense in Lp

loc(R
n).

C.5. Approximation in open subset of Rn. Now we assume U is an
open subset of Rn, we also want to use smooth function to approximation
function f ∈ Lp

loc(U). In this case

f ε(x) =

ˆ
B(0,1)

ϕ(z)f(x− εz)dz
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can’t be defined on the whole U , since x− εz may not in U for some x ∈ U .
Consider

Uε := {x ∈ U | dist(x, ∂U) > ε}
Then f ε is well-defined on Uε, and it’s smooth. Then by same proof of
Theorem C.4.1, we can show f ε → f in Lp

loc(U), since for arbitrary V ⋐ U ,
we can choose ε sufficiently small such that V ⊂ Uε.
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